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Abstract: The distribution function of mixed random variable can be split into a linear combination of 
a continuous distribution function and a discrete distribution function. In this paper, the expectation of 
mixed random variable is analyzed, and then the mathematical expectation of the function of mixed 
random variable is studied, and finally the general solution formula of the characteristic function of 
mixed random variable is obtained. The solution of the characteristic functions of the usual discrete 
and continuous random variables can also be analyzed by the ideas and methods in this paper, and 
relevant conclusion can also be drawn. 
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1. Introduction 

Eigenfunction is a powerful tool for dealing with probability theory problems, and the characteristic 
function is mainly divided into the eigenfunction of continuous random variables and the eigenfunction 
of discrete random variables in general textbooks. However, in practice, in addition to discrete and 
continuous types, there are also both non-discrete and non-continuous mixed random variables. How to 
solve the feature function of mixed random variables is an urgent problem to solve. 

The probability density function is generally used for continuous random variables. The distribution 
columns are generally used for discrete random variables. Mixed random variables do not have 
distribution columns or density functions. Therefore, this paper plans to construct the feature function 
of mixed random variables from the perspective of distribution function. 

For the study of mixed random variables, a lot of research has been done before. Wu Chuanju[1] 
constructed mixed random variables with the help of traditional discrete and continuous random 
variables in the article Examples and Analysis of Mixed Random Variables, and used the distribution 
function to reveal the value regularity of mixed random variables. He Xiaoxia[2] discussed the general 
solution of mathematical expectations of mixed random variables in the calculation and application of 
mixed random variables, and gave application examples in actuarial. Hu Xiaoshan[3] in the calculation 
of the numerical characteristics of mixed random variables by constructing the generalized inverse of 
the distribution function. The random variable is represented as a function of a uniformly distributed 
random variable, and then the expectation solving formula of the random variable function is used to 
solve the numerical characteristics of the mixed random variable. Ning Rongjian[4] constructed a 
distribution function on the basis of the law limit theory in the calculation of mathematical expectation 
and variance of mixed random variables based on distribution function, and used the distribution 
function to solve the mathematical expectation and variance of mixed random variables. Yao 
Yuanguo[5] discusses the calculation method of the distribution composed of two kinds of random 
variable functions, discrete and continuous, in the article Distribution of Mixed Functions of Two 
Different Types of Random Variables. Chen Hongyan[6] gave the calculation of several different types 
of random variable expectations in the calculation of random variable function expectation, and 
concluded the calculation of some mathematical expectations of mixed random variables. Xu Yongli[7] 
defines the probability distribution law of a mixed random variable in the article The Law of 
Probability Distribution of a Mixed Random Variable and Its Numerical Characteristics, and calculates 
the mathematical expectation and the mixed random variable given probability distribution column. He 
Xiaoxia[8] decomposed the general distribution function into continuous and discrete parts in using the 
distribution function decomposition to find the expectation of random variables. Then, according to the 
nature of the Stieltjes integral, the expectation of the mixed random variable is calculated. 
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Relying on the previous research, this paper uses the distribution function to solve the characteristic 
function of mixed random variables. In this paper, the basis of probability limit theory of Lin Zhengyan 
[9], and the content of mathematical statistics and probability theory tutorial of Mao Shisong[10] are 
also referenced. 

2. Preliminaries 

Definition 1[10] Mixed random variable 

A random variable is a real-valued function ( )U U ω=  defined on sample space Ω . Discrete 
random variables have a finite number of values or can be listed. The value of a continuous random 

variable fills a certain interval ( ),a b .Random variables that are neither discrete nor continuous are 
collectively referred to as mixed random variables. 

Definition 2[10] Distribution function 
The have random variableU , then distribution function ( ) ( )uF P U u= ≤ ( )u R∈ .  

When U  is discrete variable, the value of U  is ( )1,2,kU k =   and there is ( )1,2,k = 

( )k kP U U p= = , then ( ) ( )1,2,k kP U U p k= = =   is distribution column, ( )
1

k
k

F U P
+∞

=

=∑ . 

When U  is  continuous variable, there is a ( )p u  non-negative integrable function such that 

( ) ( )
u

F u p t dt
−∞

= ∫  is available for u R∀ ∈ , then ( )p u  is density function. 

Definition 3[9] Feature function 

Random variable is U , distribution function is ( )F u , ( ) ( ) ( )itU itut E e e dF uϕ
+∞

−∞
= = ∫ ,

t−∞ < < +∞  is characteristic function, it is Fourier-Stieltjes transform. 

When U  is a continuous, ( ) ( ) ( )itU itut E e e p u duϕ
+∞

−∞
= = ∫ , t−∞ < < +∞ . 

When U  is a discrete, ( ) ( )
1

kituitU
k

k
t E e e pϕ

+∞

=

= =∑ , t−∞ < < +∞ , kp , 1, 2,k = . 

3. Main conclusions 

3.1 The mathematical expectation of a mixed random variable 

In the classification of traditional random variables, random variables are generally divided into 

continuous and discrete, and 
( )EU up u du

+∞

−∞
= ∫  is generally used to solve the mathematical 

expectations of continuous random variables; For the calculation discrete mathematical expectations, 

1
i i

i
EU U P

∞

=

=∑
 is generally used to calculate them. In fact, random variables also have mixed random 

variables that are neither continuous nor discrete. For the calculation of the mathematical expectation 
of such random variables, because it does not have a density function and a distribution column, it can 
only rely on the distribution function to calculate its mathematical expectation. 

Lemma 1[11] ( )F u is distribution function of U  and if ( )| |u dF u
+∞

−∞
< ∞∫ , mathematical 

expectation is ( )EU udF u
+∞

−∞
= ∫ . 

The integral ( )udF u
+∞

−∞∫  in lemma 1 is the Rieman–Stieltjes integral. 

In fact, mathematical expectation formula for discrete random variables and the mathematical 
expectation formula for continuous random variables are just special cases of the above equation 
integral. 

In lemma 1, only the distribution function is involved, and mixed random variables have a 
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distribution function, so lemma 1 can calculate the mathematical expectation of mixed random 
variables. 

In fact, further analysis of lemma 1 yields the following other conclusions about the mathematical 
expectation solution of mixed random variables. 

Theorem 1[12] U  is any random variable. If EU  is present, then there is

( ) ( )
0 0

EU p U v dv p U v dv
∞ ∞

= > − ≤ −∫ ∫ . 

Proof Distribution function is ( ) ( )F u p U u= ≤  of U , then there is

( ) ( )
0 0 v

p U v dv dF u dv
∞ ∞ ∞

> =∫ ∫ ∫  

Using Fubini's theorem, transform the integral region, The original area is 
( ){ }, | ,0D u v v u v= < < ∞ < < ∞ ,The new region is ( ){ }1 , | 0 ,0D u v v u u= < < < < ∞ ,

1D D= . 
Then 

( ) ( ) ( ) ( )
0 0 0 0 0

u

v
p u v dy dF u dv dvdF u udF u

∞ ∞ ∞ ∞ ∞
> = = =∫ ∫ ∫ ∫ ∫ ∫  

Similarly, the have  

( ) ( ) ( ) ( )
0 0

0 0 0

v u
p u v dy dF u dv dvdF u udF u

∞ ∞ − −

−∞ −∞ −∞
≤ − = = = −∫ ∫ ∫ ∫ ∫ ∫ . 

( ) ( ) ( ) ( ) ( )
0

0 0 0
p U v dv p U v dy udF u udF u udF u EU

∞ ∞ ∞ +∞

−∞ −∞
> − ≤ − = − − = − =∫ ∫ ∫ ∫ ∫ . 

Theorem 1 is also discussed in reference [12], but the literature discusses discrete or continuous 
cases, and this article further generalizes its conclusions to the case of mixed random variables. 

In fact, in theorem 1, v  is an arbitrary number. The distribution function is ( )UF u  of U . 
Theorem 1 can be written as 

( ) ( )
0 0

1 U UEU F v dv F v dv
∞ ∞

= − − −  ∫ ∫ ( ) ( )
0

1 U UF v F v dv
∞

= − − −  ∫ . 

( ) ( )
0

1 U UEU F u F u dv
∞

= − − −  ∫ . 

In particular, when the random variable 0U > , the above equation can be reduced to 

( )
0

1 UEU F u du
∞

= −  ∫ . 

When 0U > ,U N +∈ , ( )
1i

EU p U i
∞

=

= ≥∑ , 

When 0U < , ( )
0

UEU F u du
−∞

= −∫ , 

When 0U− > , U N +− ∈ , ( )
1i

EU p U i
∞

=

= − ≤ −∑ , 

In the above discussion, the distribution function is analyzed as a whole, and in the text [13], The 
distribution function can be split into two parts, and this decomposition is unique.  

Lemma 2[13] Distribution function ( )F u  with a jump at point ia  and a hop of ib ,

( )1,2,i =  ,then ( ) ( ) ( )c dF u F u F u= + . ( ) [ ] ( ),
1

|
id i d

i
F u b u

∞

∞
=

=∑ , ( ) ( ) ( )c dF u F u F u= − , where 

( )cF u  is a continuous function. 

In the above lemma, ( )cF u , ( )dF u  is often not a distribution function, but may also be a 

distribution function. At most one of them can be zero of the ( )cF u , ( )dF u . Of course, it makes no 

sense for ( )cF u , ( )dF u  to be 0, in fact, when neither function is 0 (this is a mixed random variable), 
it can be regularized as a distribution function. It can have the following lemma. 

Lemma 3[5] The distribution function ( )F u  with a jump at point ia  and a jump of ib ,
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( )1,2,i =  , then ( ) ( ) ( )c dF u F u F u= + , ( ) [ ] ( ),
1

id i a
i

F u b I u
∞

∞
=

=∑ . ( ) ( ) ( )c dF u F u F u= − ,

( )cF u  is continuous. 

When ( )cF u , ( )dF u  is not constant to 0, cause ( )dFα = ∞ ,then 

( ) ( ) ( ) ( )1 21F u F u F uα α= + − , thereinto ( ) ( )1
1

dF u F u
α

= , ( ) ( )2
1

1 cF u F u
α

=
−

. 

Then ( )1F u  is the discrete and ( )2F u  is the continuous. 
That is to say, the distribution function of any mixed variable can be split into the form of a linear 

combination of a discrete function and a continuous function. 
From this, theorem 1 can be further analyzed, from the distribution function of the whole to solve 

the mathematical expectation to the disassembly into discrete and continuous two parts to solve the 
sum of mathematical expectations. 

Theorem 2 U  is a mixed variable, ( )F u  has at most a hop break point { }, 1, 2,iu i =   ,

( ) ( ) ( ) ( )1 21F u F u F uα α= + − , 0 1α< < , ( )1F u  is a discrete function, and ( )2F u  is a 

continuous function, then ( ) ( )
1

1i i
i

EU u p up u duα α
∞ +∞

−∞
=

= + −∑ ∫ . 

Proof 

( )EU udF u
+∞

−∞
= ∫ , ( ) ( ) ( ) ( )1 21F u F u F uα α= + − . 

( ) ( ) ( ) ( )1 21EU udF u udF F u F uα α
+∞ +∞

−∞ −∞
= = + −  ∫ ∫  

( ) ( ) ( )1 21udF u udF uα α
+∞ +∞

−∞ −∞
= + −∫ ∫ . 

( )p u  is the density function of ( )2F u . ip  is the distribution column of ( )1F u . 

The above equations can be reduced to ( ) ( )
1

1i i
i

EU x p up u duα α
∞ +∞

−∞
=

= + −∑ ∫ . The operational 

properties of the Stieltjes integral used in the above integrals. 

3.2 The mathematical expectation of function 

EU  is only the simplest origin moment, how to solve the other origin moment kEU , if kEU  
can be solved, in moment theory, the central moment ( )kE U EU−  can be expressed as a function of 
the origin moment, that is, the k  order origin moment can be solved, then there is an k  order center 
moment can also be solved. 

In fact, if there is a mixed variable ( )V g U= , if the ( )( )EV E g U=  can be calculated, the 

above problems can be solved, and even ( )ituE e  can be used to find the characteristic function of the 

mixed variable, and then analyze the mathematical expectation of ( )V g U= . The ( )g U  here is 
function that may map the mixed variable U  to the mixed random V . 

If U V→  is a mixed type and the map is ordinary (discrete or continuous), or the principle is the 
same for the ordinary type to be mixed. 

Theorem 3 U  is any variable, ( )V g U=  is function, then  

( ) ( ) ( )UEV Eg U g u dF u
∞

−∞
= = ∫ . 

Proof that theorem 1 has arbitrary random variables X , all with  

( ) ( )
0

1 U UEU F u F u dU
∞

= − − −  ∫ , ( )V g U= , ( ) ( ) ( )( )VF v p V v p g U v= ≤ = ≤  

Then 

( )( ) ( ) ( ) ( ) ( )
0 0

1 V VEU E g u F v F v dv p V v p V v dv
∞ ∞

= = − − − = ≥ − < −      ∫ ∫  
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( )( ) ( )( )
0 0

p g U v dv p g u v dv
∞ ∞

= ≥ − < −∫ ∫  

( )
( )

( )
( )0 0

.U Ug u v g u v
dF u dv dF u dv

∞ ∞

≥ <−
= −∫ ∫ ∫ ∫

 

Integral region transformation, integral region transformation for Stieltjes integrals 
( ) ( ){ } ( ) ( ) ( ){ }1 1, | ,0 , | 0 , 0D u v g u v v D u v v g u g u= ≥ < < +∞ ⇒ = < ≤ >  

( ) ( ){ } ( ) ( ) ( ){ }2 2, | ,0 , | 0 , 0D u v g u v v D u v v g u g u= < − < < +∞ ⇒ = < < − <  
Then  

( )
( )

( )
( )0 0U Ug u v g U v

EV dF u dv dF u dv
∞ ∞

≥ <−
= −∫ ∫ ∫ ∫  

( )( )

( )
( )( )

( )0 0 0 0

g u g U

U Ug u g U
dvdF u dvdF u

−

> <
= −∫ ∫ ∫ ∫  

( ) ( )
( )

( ) ( )
( )0 0U Ug U g U

g U dF u g U dF u
> <

= +∫ ∫  

( ) ( )
( )

( ) ( )U Ug u R
g U dF u g U dF u

+∞

∈ −∞
= =∫ ∫  

Proof complete. 
The integral here is the Stieltjes integral, not the equivalence integral, the formula here applies to 

any random variables. In fact, when U  is continuous, ( ) ( )UdF u p u= ,  

There is ( ) ( ) ( )EV Eg U g U p U dU
+∞

−∞
= = ∫ . 

When U  is discrete, ( ) ( )
1

U i i
i

F u g u p
∞

=

=∑ , there is  

( ) ( )
1

i i
i

EV Eg U g U p
∞

=

= =∑ . 

When U  is mixed, the distribution function ( )UF x  can be split into the sum of the two 

distribution functions ( )1F u  and ( )2F u . That is, ( ) ( ) ( ) ( )1 21UF u F u F uα α= + − , 0 1α< < .

( )1F u  is the discrete distribution function, and ( )2F u  is the continuous distribution function. 

 ( )1 1
1

j
j

F u p
∞

=

=∑ , ( ) ( )2 2dF u p u= . 

Then theorem 3 can be rewritten as  

( ) ( ) ( ) ( ) ( ) ( ) ( )1 21UEV Eg U g U dF u g U d F u F uα α
+∞ +∞

−∞ −∞
= = = + −  ∫ ∫  

( ) ( ) ( ) ( ) ( )1 21g U dF u g U dF uα α
+∞ +∞

−∞ −∞
= + −∫ ∫  

( ) ( ) ( ) ( )1 2
1

1j j
j

g U p g U p u duα α
∞ +∞

−∞
=

= + −∑ ∫ . 

3.3 Solution of the feature function of mixed random variables  

In preliminary knowledge section, eigenfunction ( ) ( ) ( )itu itut E e e dF uϕ
+∞

−∞
= = ∫ , and 

eigenfunction is the Fourier-Stieltjes transform. Combined with above theorem, the eigenfunction ( )tϕ  

can be further analyzed and studied. ( ) itUV g U e= = . 

Theorem 4 U  is mixed random variable, ( )F u is distribution function, ( )tϕ is characteristic 

function, then the ( ) ( ) ( ) ( )1 21UF u F u F uα α= + − , 0 1α< < . ( )1F u  is the discrete distribution 

function and ( )2F u  is the continuous function.  

( ) ( ) ( )1 2
1

1kitu itu
j

k
t e p e p u duϕ α α

∞ +∞

−∞
=

= + −∑ ∫ . 

Proof 
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( ) ( ) ( )itu itu
Ut E e e dF uϕ

+∞

−∞
= = ∫  

( ) ( ) ( )1 21itUe d F u F uα α
+∞

−∞
= + −  ∫  

( ) ( ) ( )1 21itU itUe dF u e dF uα α
+∞ +∞

−∞ −∞
= + −∫ ∫  

( ) ( )1 2
1

1itU itU
k

j
e p e p u duα α

∞ +∞

−∞
=

= + −∑ ∫  

Proof complete. 
The mixed random variable eigenfunction is a linear combination of discrete good continuous 

eigenfunctions. In the past, the problem of mixed random variables was often solved only by using the 
distribution function. Here, the characteristic function of a mixed random variable is obtained. Then, 
problem of analyzing number of features or probability of mixed random variables can also be solved 
by the feature function. 

In fact, in the study of continuous or discrete variables, distribution function can be solved by the 
eigenfunction through the reversal formula, and there is also such a conclusion in the mixed random 
variable here, which can also reflect a deeper unique theorem, that is, There is a unique correspondence 
between the distribution function and the characteristic function. Many conclusions about the 
characteristic functions of discrete and continuous can often be generalized to case of mixed variables. 

4. Conclusions 

Starting from the analysis of the mathematical expectation of mixed random variables, this paper 
further analyzes the mathematical expectation of mixed random variable functions, and then draws a 
general conclusion about the characteristic functions of mixed random variables. 

( ) ( ) ( )1 2
1

1itU itU
k

j
t e p e p u duϕ α α

∞ +∞

−∞
=

= + −∑ ∫  

In the process of solving the characteristic function, some general formulas for solving the 
mathematical expectation, mathematical expectations functions are obtained. It is of reference for 
further discussion of random variable variance and high-order moment, and also analyzes many 
conclusions about the expectations ordinary variables, which can also be derived from the formulas 
involved in this paper. Mixed random variables are closely combined with ordinary variables, many 
conclusions have similarities, and the characteristic functions of mixed random variables also provide 
another way to study mixed random variables in addition to the distribution function. 
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