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Abstract: The accuracy of sensors significantly affects system detection performance. However,
environmental and experimental factors often cause deviations in sensor output. As key tools for
obtaining external information, sensors require effective data processing to extract meaningful insights.
This paper studies a temperature compensation algorithm for image sensors based on FPGA
technology, which enhances processing efficiency and accuracy. Using an improved partial least
squares method, irrelevant variables are removed through correlation analysis, and a polynomial
relationship between correction coefficients and environmental parameters is established to achieve
compensation. A multi-stage pipeline structure is adopted to leverage FPGA’s parallel processing
capability, improving algorithm speed. Experimental results show that the correction coefficient is 1.18
at 0 °C and 1.02 at 20 °C, indicating optimal sensor performance near 20 °C.

Keywords: Temperature Compensation Algorithm, Sensor Principle, FPGA Image, Data
Compensation

1. Introduction

In daily life, people need to transmit and process information frequently, and sensors are important
tools for data collection and processing. With the continuous advancement of technology, data signals
have become popular in the social field as a carrier of information. All sources of information need the
help of sensors, but the output and input data of sensors are not completely linear, which will deviate
from the actual situation. In order to reduce the error and improve its accuracy, in addition to the
performance of the material itself, it can also compensate the signal. Therefore, it is necessary to
combine the sensor with the temperature compensation algorithm.

Sensors are widely used as important tools for information acquisition. Kumar V.N. designed an
intelligent pressure sensor based on ANN with a range of 0-100 psig. It uses an improved Schering
bridge circuit and LM algorithm to achieve high accuracy and temperature compensation with an error
of +0.8% FS (10-35 °C) [1]. A.H.C. proposed a lithium battery hybrid estimation method, which
combines state space observation and online parameter identification to improve stability [2]. Zhao C.
combined Zernike moments with improved gradient Hough transform to achieve a center accuracy of
0.1 pixels and a radius of 0.05 pixels for circular hole detection. The detection speed and robustness are
better than traditional algorithms [3]. Li X. used trapezoidal digital integral to compensate for cone
error and double helix error, which significantly improved the navigation accuracy and dynamic
performance of the SINS algorithm [4]. The above studies focus on the sensor compensation principle,
but have not yet been combined with FPGA image processing.

As a programmable chip, FPGA plays an important role in image processing. Leon G. implemented
noise estimation matrix calculation on FPGA based on orthogonal transformation, avoiding the
numerical instability of LLS equation, and improved computational efficiency through modular QR
decomposition [5]. Ambalathankandy P. implemented a real-time tone mapping algorithm based on
exponential mapping on FPGA, combined local and global information to improve image brightness
and contrast, and verified its excellent performance through high PSNR and SSIM [6]. Puglia L.
proposed a stereo vision algorithm based on DNA sequence alignment, realized real-time image
alignment on low-power FPGA, and has good portability [7]. Varshovi H. designed a wireless
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multimedia sensor network, used Spartan-6 FPGA to perform motion detection at the node end and
upload time and location information to achieve efficient image monitoring [8]. However, these studies
mostly focus on FPGA image processing and lack deep integration with sensors.

With the improvement of science and technology, the processing of daily information is also
increasingly complex. According to the research, the actual value of the first test result of the traditional
partial least squares regression is 5, and the test value is 5.5. The actual value of the second test result is
4, and the test value is 2.3. It can be seen that under the fitting of the traditional algorithm, there is a
large deviation between the test value and the actual value. From the improved fitting results, the actual
value of the first test result is 5, and the test value is 4.9. The actual value of the second test result is 4,
and the test value is 3.8. Through two sets of test results, it is found that the improved algorithm is
more suitable for nonlinear regression fitting and reduces the error very well.

2. FPGA Image Sensor Temperature Compensation Algorithm

Image processing technology appeared in the last century and has had a long development history.
With the promotion of science and technology, its treatment effect is also improving [9-10]. In the
process of image processing, a large number of image processing methods are used, but due to cost
considerations, computer software is used for processing in most cases. However, with the continuous
upgrading of user needs and the increase of image information data, image processing algorithms are
also rising. This makes the image processing more difficult. If it still adopts the traditional image
processing method, it will not only reduce the work efficiency, but also reduce the quality of image
processing [11-12]. Figure 1 shows the computer software image processing structure:
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Figure 1 Computer software image processing structure

Because the computer is insufficient in software processing of images, more and more methods are
adopted to implement it by hardware design [13]. With the rapid development of electronic technology,
various digital hardware processors such as FPGA have appeared one after another. They are applied to
various image processing systems to improve the quality and efficiency of image processing [14-15].

Due to insufficient resources of early FPGA chips, it cannot meet the requirements of large-scale
applications. It is usually used as a co-processor of a digital signal processor (DSP) [16]. The FPGA is
responsible for image acquisition, and the acquired image data is directly sent to the DSP for
processing. Although this method can also process images, the processing speed needs to be improved.
With the continuous progress of science and technology, the integration degree of FPGA is getting
better and better, and its advantages in image processing are more and more obvious [17-18].

The existing image processing system traditionally includes computer projection image processing
system and DSP embedded special image processing system [19]. Commonly used hardware parallel
processing circuits in FPGA algorithms have two modes: pipeline and parallel array connection. The
pipeline connection mode is to connect each processing module according to a certain rule [20]. Often
experiments are performed in dividing a large task into several small tasks. Each small task has
multiple sub-circuits connected in series, and each data enters the pipeline circuit in turn. In the parallel
array connection mode, the input data can be divided into multiple parts and enter into independent
circuits to carry out the calculation at the same time. In the process of image processing, parallel
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technology has become a method that can rapidly increase the speed of image processing. In the
parallel processing mode, the algorithm is the core element, and the software and hardware are the tools
for implementation. By taking advantage of FPGA hardware parallel data processing capabilities and
multi-stage pipeline design advantages, it can process multiple data simultaneously. It completes image
processing tasks quickly and efficiently.

With the advancement of global science and technology, the role of sensors in social production is
becoming more and more important. At the same time, the production requirements are constantly
upgraded, which also puts forward higher requirements for the performance of the sensor. As a tool for
information transmission, the accuracy of the sensor is closely related to the operation of the machine.
The quality of the sensor drive circuit design will affect the acquisition and transmission of real-time
image data, which greatly affects the imaging effect of the image sensor.

In order to better compensate the dynamic characteristics of the sensor, it is first necessary to
discuss the dynamic characteristics of the sensor. The sensor with better dynamic characteristics can
monitor the signal change process of the target object in real time. There are many sensors in use, and
their dynamic characteristics will greatly affect the measurement accuracy of the sensors, and the
output of these sensors cannot completely and accurately reproduce the input signal.

Sensors can capture signals, which provide a way for people to perceive natural information. As a
kind of test system, the exploration of the relevant characteristics of the sensor has always been the
focus of research. Before using the sensor, we first need to understand its dynamic characteristics, and
the results obtained in this inverse are closer to the real situation and improve its accuracy.
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pu -

915, F Gou = 400 2
NP u=2, 3)
go PT 9o

In the above expression, % represents the time constant of the sensor, and Z—O represents the
0 0
sensitivity of the sensor.

2y

g,

pr?

pu
+91 . gott = qo0 “
Equation (4) represents a second-order system of differential equations.

2 p%u |, 38pu

+u=yo 5
uipr - opgpr Y )

In the above function, y; is the frequency of the sensor, § is the damping coefficient of the sensor,
and y is its sensitivity.

u(c) = [u(p)e(k — p)dp (6)
f(c) = [u(p)sk — p)dp @)
f(c) = [ s(p)uk — p)dp 3

In the above function, u(p) represents the signal input of the system, and f(c) represents the
signal output of the system.

s(k) = — [ L(Q)y™"dq ©)
L(a) = [ s(Qy™1"dk (10)

In equation (9) and equation (10), s(k) represents the unit impulse response, and L(q) represents
the transfer function.

u() + X pru(v—r) =Y e,w(v—o) (11)
w represents the input and u represents the output.
uv) ==Ypulv—r)+Ye,wlv—o)+1tv) (12)
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In the above function, T(v) represents the measurement error.

In the actual test process, the actual output and the test output cannot be completely consistent, so
dynamic errors are very common. But we need to reduce this error as much as possible in the
measurement process, and get the signal with the highest possible progress.

8(z) = Ios(z - o) (13)

In the above function expression, both [, and o are constants. At this time, the output of the
sensor reproduces the measured signal, and the sensor represented by this equation is distortion-free.

R(pd _
Uud) = ﬁ = [, (14)

U(u9) represents the frequency response characteristic.
[Uud)| = I, (15)
p(ud) = —9B (16)

The equation (15) represents the frequency-amplitude characteristic, and the equation (16)
represents the phase-frequency characteristic.

a(2) = G[(U(kd) — Uy (19)) T(ud)] (17)

In the above function, U,(u9) represents the actual sensor frequency characteristic, and a(z)
represents the sensor system error.

3. Implementation Experiment of Sensor Temperature Compensation Algorithm

Partial least squares regression plays a very important role in solving linear regression problems.
However, most of the problems that need to be solved in real life are nonlinear, so if the traditional
partial least squares regression algorithm is used, the error is very large. Therefore, it is necessary to
perform data compensation on the original basis.

Traditional least squares regression fails to fit correctly mainly because of the presence of nonlinear
terms in the data. Therefore, how to deal with higher-order terms becomes an important step in the
successful use of partial least squares regression.

p=q+cga+ca+u (18)

Equation (18) is a typical nonlinear equation, and when we process its higher-order terms, we can
get:

p=q+ca+ch+p (19)

In the above equation, a? = h. With this improvement, the original nonlinear fit can be transformed
into a linear model.

According to the above situation, when fitting the first-order polynomial, the error has been
controlled. At this time, there is no need to iteratively reduce the error, so we can regard the traditional
partial least squares regression as a special case of the improved partial least squares regression. In
order to test the effect of the improved partial least squares regression, we compared it with the
traditional fitting method. The details are as follows:

Table 1 Test data specifics

Projects 1 2 3 4 5 6
a 1 2 3 4 5 6
p 1 0 2 0 4 0
t 2 5 7 6 23 8

According to the data in Table 1, we used 6 sets of data for testing. During the test, the two groups
of data are the same, which avoids the interference of different data on the test situation. According to
the above linear fitting function, t represents the dependent variable, while a and p represent the
independent variables. According to the test data provided, we calculated the traditional partial least
squares regression and the improved partial least squares regression separately and found:

The traditional partial least squares regression fitting situation is:
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t=-19+1.6a+4.7p (20)
The improved partial least squares regression fitting situation is:
t=0.6 + 1.1a+ 1.5p + 0.4p% + 0.3ap 21

According to the two sets of fitting conditions, the improved algorithm can reduce the fitting error
by continuously optimizing the higher-order terms. Essentially, this step is an iterative process.
Depending on the error situation, it can be fitted to different types of multinomial modes. Through the
improvement in this way, its error has been better controlled.
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Figure 2 Comparative analysis of test results under different algorithms

According to the data in Figure 2, we tested the above data using different fitting methods. First of
all, from the results of traditional partial least squares regression, we conducted a total of 6 tests.
According to the experimental data, it is found that the actual value of the first test result is 5, and the
test value is 5.5. The actual value of the second test result is 4, and the test value is 2.3; the third test
result is the actual value of 9, and the test value is 14. The actual value of the fourth test result is 6, and
the test value is 5.6; the fifth test result is the actual value of 25, and the test value is 23. The actual
value of the sixth test result is 8, and the test value is 8.8. According to the data, under the fitting of the
traditional algorithm, there is a large deviation between the test value and the actual value.

From the improved partial least squares regression fitting results, the actual value of the first test
result is 5, and the test value is 4.9. The actual value of the second test result is 4, and the test value is
3.8; the third test result is the actual value of 9, and the test value is 9.2. The actual value of the fourth
test result is 6, and the test value is 5.9; the fifth test result is 25, and the test value is 24.8; the sixth test
result is 8, and the test value is 8.1. According to the data, under the improved algorithm, the fitting
effect of the data has been greatly improved. Through two sets of test results, it is found that the
improved algorithm is more suitable for nonlinear regression fitting and reduces the error very well.

FPGA is developed on the basis of programmable devices. With the maturity of development
technology, FPGA can not only solve the shortcomings of the circuit, but also solve the problem of
insufficient number of gate circuits in programmable devices. Because of its structural and
development advantages, FPGAs are used in many fields.

When the sensor data is retrieved from the database, data compensation for each part of the gas
sensor is required. During execution, it is necessary to select environmental factors that may affect the
accuracy of the sensor value, and train the sample data according to the corresponding factors. It fits
the sensor correction factor and environmental parameters, and uses this relationship as a parameter
when compensating the sensor in the system. Another parameter during compensation is the measured
value of the current state of the sensor. In the experiment, we take carbon monoxide in the standard
volume fraction as an example, the specific situation is as follows:

Table 2 Measurements of the sensor when carbon monoxide is 200*10-6 ppm

Sample 1 2 3 4 5 6
Temperature (°C) 0 10 20 30 40 50
Humidity (%) 40 40 40 40 40 40
Measured value (10-6 ppm) 161 172 189 205 211 220

According to the data in Table 2, this test of the sensor controls the experimental conditions.
According to the specific situation, when the temperature is 0°C and the humidity is 40%, the measured
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value is 161*10-6 ppm. When the temperature is 10°C and the humidity is 40%, its measured value is
172*10-6 ppm. When the temperature is 20°C and the humidity is 40%, its measured value is 189*10-6
ppm. When the temperature is 30°C and the humidity is 40%, its measured value is 205*%10-6 ppm.
When the temperature is 40°C and the humidity is 40%, its measured value is 211*10-6 ppm. When the
temperature is 50°C and the humidity is 40%, its measured value is 220*10-6 ppm. According to this
data, the humidity remains consistent, and as the temperature increases, so does its measurement. If the
difference between the measured value and the actual value is large, the regression model needs to be
iterated, and the higher-order term is used as a new variable to reduce the error.

)~ Humidity ~©- value
600 -

400 @

200 +

0 10 20 30 40 50 60

©~Humidity ~© value
600 -

500 -
400 @
300 -
200 -
100 -

0 10 20 30 40 50 60

Figure 3 The measured values of the sensor in different environments when the carbon monoxide is
500*10-6 ppm

According to the data in Figure 3, we have carried out a comparative analysis of the sensor
measurement values under different temperatures and humidity. According to the analysis, in the
overall environment system, when the temperature is 0, the sensor measurement value is 410*10-6 ppm
when the humidity is 40%, and the sensor measurement value is 420¥10-6 ppm when the humidity is
50%. When the temperature is 10, the sensor measurement value is 460*10-6 ppm when the humidity
is 60%, and the sensor measurement value is 460*10-6 ppm when the humidity is 40%. When the
temperature is 20, the sensor measurement value is 500*¥10-6 ppm when the humidity is 55%, and the
sensor measurement value is 455*10-6 ppm when the humidity is 40%. When the temperature is 30,
the sensor measurement value is 520*10-6 ppm when the humidity is 50%, and the sensor
measurement value is 480*10-6 ppm when the humidity is 60%. When the temperature is 40, the
sensor measurement value is 530%10-6 ppm when the humidity is 45%, and the sensor measurement
value is 540*10-6 ppm when the humidity is 55%. When the temperature is 50, the sensor
measurement value is 540*10-6 ppm when the humidity is 40%, and the sensor measurement value is
550*10-6 ppm when the humidity is 50%. According to this data, under the same conditions, the higher
the humidity, the higher the sensor measurement value. And according to the experimental data, it can
be known that the more iterations in the system, the more accurate the measured value.

4. Temperature Compensation Algorithm

Although there are all kinds of data around us, the data around us is not completely usable directly,
at least there are very few data that can be directly used. In most cases, the collected information needs
to be converted, and the information we can directly use in the end is converted from electrical signals.
The sensor plays an important role in this process, but the sensor does not really reflect the measurand,
so the relevant data needs to be compensated.
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Figure 4 Comparative analysis of different fitting results

According to the data in Figure 4, in order to check the actual compensation effect of different
algorithms, we have analyzed the test situations under different fitting conditions. In this comparison,
we conducted 8 tests. First, we analyze the ideal situation. According to the data in the ideal state, in
this case, the compensated data are all 400*10-6 ppm, and the situation is very stable. In one term
fitting, the first test value is 380*10-6 ppm; the second test value is 388*10-6 ppm. The third test value
was 409*10-6 ppm. The fourth test value is 407*10-6 ppm; the fifth test value is 418*10-6 ppm. The
sixth test value was 413*10-6 ppm. The seventh test value is 418*10-6 ppm; the eighth test value is
415*10-6 ppm. According to the fitting situation of the first-order term, it can be known that in this
case, the magnitude of the value change after compensation is very large. Although the compensation
value tends to be stable as the number of iterations increases, it deviates greatly from the numerical
value in the ideal state. Compared with the actual information, the output has a large error.

From the fitting situation of the quadratic term and the cubic term, the variation of the fitted data of
the two groups is very small compared with the fitted data of the primary term. And from the
perspective of the cubic term fitting, the compensated value is very close to the ideal value, and the
accuracy has been greatly improved. According to the above analysis, it can be inferred that the
polynomial regression will be infinitely close to the actual curve with the increase of high-order terms.
It can continuously approach the ideal state.

According to the data in Figure 5, we have explored the compensation value and measurement
value of the sensor when the temperature and humidity are kept constant. According to the actual
situation, when the measurement value is 0*10-6 ppm, the compensation value is 2*¥10-6 ppm; when
the measurement value is 100*10-6 ppm, the compensation value is 95*10-6 ppm. When the measured
value is 200*10-6 ppm, its compensation value is 195*%10-6 ppm; when the measured value is 300*10-6
ppm, its compensation value is 294*10-6 ppm. When the measured value is 400%10-6 ppm, its
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compensation value is 390*10-6 ppm; when the measured value is 500*10-6 ppm, its compensation
value is 586*10-6 ppm. From this data, it can be seen that the compensation value and the measured
value are upward sloping lines. In an ideal state, the correction coefficient is constant and the slope is
the same. Therefore, in the actual measurement situation, the sensor measurement value can be quickly
compensated according to the actual situation, so that the error between it and the actual result is
smaller.
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Figure 5 Analysis of temperature compensation values under different conditions

In order to explore the variation of the correction factor, we investigate it when the single variables
of temperature and humidity are constant. According to the actual situation, when the temperature is
0 °C, the correction coefficient is 1.18. When the temperature is 10°C, the correction factor is 1.12;
when the temperature is 20°C, the correction factor is 1.02; when the temperature is 30°C, the
correction factor is 0.98. When the temperature is 40°C, the correction factor is 0.93; when the
temperature is 50°C, the correction factor is 0.91. When the temperature is 60°C, the correction factor
is 0.94. From this situation, it can be seen that the correction coefficient is highest when the
temperature is 0°C, and then decreases as the temperature increases. When its temperature reaches
50°C, the correction coefficient is the lowest, and then the correction coefficient increases slowly with
the increase of temperature. It can be seen that at 0°C, the difference before and after the sensor
compensation is the largest, so we can think that its measurement effect at 0°C is the worst. When the
temperature is 20°C, the correction coefficient is the closest to 1, indicating that the difference between
before and after compensation is very small. It shows that the sensor works best at this time.

5. Conclusion

With the support of science and technology, the life around us is closely related to data and
information. Image processing technology is currently used in many fields, and it is usually processed
by computer software at first. However, with the upgrade of actual requirements, traditional processing
methods are no longer applicable. The emergence of FPGA technology provides a new idea for image
processing. The collection of continuous and data information or image information requires the use of
sensors, but the sensors will be disturbed by the outside world during the collection process, resulting
in the deviation of the collected information from the actual situation. The purpose of this paper is to
study the research and implementation of temperature compensation algorithm for image sensor based
on FPGA. The information is collected through sensors, which is then processed using FPGA
technology to derive its deviation from the actual results. In the process of processing, this paper
compensates the relevant data to reduce the processing error. According to the research findings, the
error can be effectively controlled by the improved partial least squares regression fitting method.
Although this paper draws some conclusions, there are still shortcomings. The article takes limited
FPGA resources. It only uses acquisition and preprocessing, and it is expected that the entire system
can be applied in future research.
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