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Abstract: The methods for clinically diagnosing facial paralysis require doctors to possess a high degree 
of experience and specialized knowledge, often involving subjectivity. However, due to the uneven 
distribution of medical resources, many facial paralysis patients are unable to receive timely and 
accurate diagnosis and treatment. Traditional computer-assisted methods place high demands on 
hardware equipment and lack sufficient intelligence. With the continuous advancement of artificial 
intelligence, researchers have actively explored intelligent methods for facial paralysis detection. These 
methods mainly focus on extracting facial features and making judgments based on facial asymmetry, 
but they struggle to provide a scientific quantitative analysis of the severity of facial paralysis. This study 
is based on the lightweight network—MobileNetV2. By performing facial detection and processing on 
input images, it successfully identifies three groups of acupoints related to facial paralysis and conducts 
quantitative analysis based on this identification. Simultaneously, we have improved the network by 
constructing a two-stage network similar to object detection and regression, and optimizing the loss 
function. In the end, we compared the improved model with other mainstream frameworks through 
experiments. The results demonstrate that our proposed model achieves significant effectiveness in 
acupoint recognition and maintains low error in quantitative analysis. 
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1. Introduction 

Facial paralysis, also known as Bell's palsy, is a common and prevalent facial nerve disorder. Patients 
often exhibit symptoms such as skewed mouth corners, difficulty raising eyebrows, facial twitching, and 
even speech impairment. It reported that incidence rate is approximately up to 0.053% [1]. This condition 
significantly affects the facial appearance, communication, and normal facial movements of patients, 
leading to substantial impacts on their physiological and psychological well-being. 

Current methods for detecting facial paralysis mostly involve traditional facial observation or medical 
examination. Doctors guide patients to perform facial movements and then assess the degree of facial 
paralysis by observing facial limitations and using the House-Brackmann [2] grading scale. 

In today's society, there exists a severe imbalance in different regions in terms of healthcare 
development. Many doctors in remote areas lack relevant experience and guidance, and patients often 
struggle with limited funds or transportation hindrances for treatment. Traditional medical methods 
heavily rely on doctors' experience and expertise, leading to subjective judgments and varying treatment 
approaches. 

Therefore, the development of tools for objective facial paralysis diagnosis and assessment holds 
research significance and clinical value. Such tools could assist doctors in underdeveloped regions and 
aid patients in self-diagnosis. 

In recent years, many scholars have turned their attention to using deep learning for intelligent facial 
paralysis assessment. For instance, Ngo [3] proposed a method based on Gabor and LBP features, which 
improved recognition rates but with longer response times. RIDHA [4] suggested a convenient 
application based on detecting key points and performing difference calculations. 

Unlike mainstream facial feature research, this study introduces acupoints for assessment. These 
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acupoints are derived from traditional Chinese medicine and are closely related to nerve endings and 
blood vessels. Extensive research indicates the effectiveness of acupoints in diagnosing and treating 
facial paralysis [5], with three sets of acupoints—ST4, EX-HN4, and EX-HN8—being particularly 
relevant to the facial nerve in clinical practice. 

Considering the integration with mobile apps, this study builds upon the improved framework by 
using MobileNetV2[16]. It detects acupoints closely associated with facial paralysis and evaluates the 
asymmetry of acupoint groups. This innovative and lightweight approach offers valuable insights into 
facial paralysis diagnosis. 

2. Related Work 

2.1. Facial Feature Point Recognition and Acupoint Detection 

In 1995, Cootes proposed the Active Shape Model (ASM) algorithm based on point distribution for 
facial keypoint detection [6]. While its advantage lies in clarity and simplicity of structure, its exhaustive 
search principle greatly hampers efficiency. With the development of deep learning, Sun et al. [7] first 
applied Convolutional Neural Networks (CNN) to keypoint detection, introducing the Deformable 
Convolutional Neural Network (DCNN) method. This method not only excels in robust feature extraction 
but also enhances the accuracy of keypoint detection. Subsequently, Face++ made improvements on this 
method. The Multi-task Cascaded Convolutional Networks (MTCNN) introduced in 2016 [8] achieved 
significant advancements in both speed and accuracy by simultaneously handling face detection and 
keypoint detection. In 2017, Kowalski et al. [9] proposed the Deep Alignment Network (DAN), which 
effectively addresses issues related to head pose and initialization. 

Similarly, the recognition of traditional Chinese medicine acupoints can be seen as a specialized form 
of keypoint detection. However, the current methods for detecting acupoints often rely on external 
devices and suffer from low detection accuracy. Most detection methods are based on traditional Chinese 
acupuncture techniques, such as bone inch and cun measurements. Zhao et al. [10] proposed an infrared 
imaging-based method for acupoint detection, but this approach requires hardware support and lacks 
practicality, which contradicts the scope of our study. Chang [11] suggested a method that uses ASM for 
facial feature extraction and combines it with acupoint determination, but this approach is greatly 
influenced by facial feature extraction. Until now, limitations in recognition accuracy still exist. 

In summary, facial feature point recognition has been a hot topic in recent years, while research into 
traditional Chinese medicine acupoint recognition remains relatively underexplored, offering substantial 
room for growth. Research in this direction heavily depends on acupoint-related datasets and requires the 
assistance of medical professionals, leading to challenges such as limited availability of relevant open-
source datasets and how to enhance accuracy. Therefore, the direction of acupoint recognition applied to 
facial paralysis diagnosis and quantitative assessment holds both research and practical significance. We 
anticipate that our study will contribute positively to this field. 

2.2. Facial Paralysis Detection 

In the early stages, facial paralysis detection primarily relied on doctors observing whether patients 
had difficulty moving their facial muscles and diagnosing them based on the House-Brackmann grading 
scale. This assessment method was entirely subjective, heavily reliant on the diagnostic experience and 
professional expertise of the doctors. With the advancement of computers, research gradually introduced 
their assistance in diagnosis. NELLY et al. proposed a computer-assisted analysis method for grading 
facial movement functionality [14]. In recent years, Wang [15] proposed a novel approach by combining 
static and dynamic facial features to assess the severity of facial paralysis. Moreover, approaches like 
that of Wang Q and others [12] utilized Generative Adversarial Networks (GANs) for abnormal image 
detection to distinguish between facial paralysis and normal conditions. Xu and his team [13] introduced 
a method for facial paralysis grading assessment based on deep temporal features. 

The method presented in this paper is grounded in the relationship between acupoints and facial 
nerves. It involves analyzing the relative positions and angles of the Di Cang acupoint, Shang Ying Xiang 
acupoint, and Yu Yao acupoint. This approach enables both facial paralysis detection and quantitative 
analysis. Among them, the Yu Yao acupoint (International Code: EX-HN4) is located just above the left 
pupil at the intersection of the eyebrow, where it is associated with the lateral branch of the supraorbital 
nerve, branches of the facial nerve, and lateral branches of the superior ophthalmic artery and vein. The 
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Shang Ying Xiang acupoint (EX-HN8) is positioned at the top of the left nasolabial groove, housing the 
anterior ethmoid nerve, infraorbital nerve, branches of the inferior ophthalmic nerve, and facial veins. 
The Di Cang(ST4) acupoint is located at the left corner of the mouth, containing branches of the facial 
nerve and inferior ophthalmic nerve. 

We will identify these acupoints, analyze their connections within the same group, study their 
relationship with the facial midline, and establish evaluation criteria in collaboration with authoritative 
medical professionals in the field. We set a 1-degree angle as the standard. If the angle is less than 1 
degree, no damage is present, corresponding to level 0 damage. For angles greater than 1 degree, damage 
is increased by one level for every 5 degrees, with the highest level being 7 for angles beyond 31 degrees. 

3. Method 

Taking into consideration the impact of model efficiency and recognition speed on user experience 
during the deployment of the APP, we utilized the MobileNetV2 network for coarse keypoint extraction. 
MobileNet is a widely used lightweight network in current times, particularly suitable for deployment on 
mobile devices. 

We perceive facial paralysis recognition as a six-point screening of the human face. For detecting 
eyes, nose, and mouth, patients need to be photographed in different facial poses. Consequently, each 
patient requires three images for screening. However, predicting results based on two points in these 
three images would make the network learn which facial pose corresponds to which specific part of the 
face, which overburdens the network and hampers its training effectiveness. Furthermore, our analysis 
of using MobileNetV2 for coarse keypoint extraction led to two conclusions:  

1) The Euclidean distance between predicted and actual points remains within a very small range. 

2) Network results often exhibit substantial discrepancies, and the model struggles to fit our desired 
values, instead prioritizing the minimization of global loss. 

Based on the observations and reflections on these conclusions, we refined the network. We designed 
a two-stage network resembling object detection followed by regression: In our data, the two key points 
in a single image are sparse, with only a tiny fraction of information being relevant, while the rest is 
redundant. To address this, we adopted a two-stage regression approach. In the first stage, we used the 
MobileNet network for coarse regression of key points. We took the regression point as the center and 
cropped a patch from the original image with an appropriate width and height, ensuring that the patch 
contains the actual point. We scaled and matched the coordinates of the target point. Finally, we 
concatenated the required six patches and fed them into a simple convolutional network with ReLU and 
max pooling layers. A linear layer at the end provided the regression output for predicting target points. 
The specific process is shown in Figure 1. 

 
Figure 1: The process of intelligent facial palsy diagnostic system 

Furthermore, we enhanced the Loss function. While we are regressing six points from a single image, 
only two points hold reference value during individual actions. Hence, we only calculate the Loss for the 
two points corresponding to the relevant action. Moreover, our evaluation target requires an error in 
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relation to the horizontal angle, specifically vertical error / horizontal error. It's evident that the eyes, 
nose, and mouth have certain horizontal spacing, and vertical error will play a dominant role. 
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In the above, "Dist" represents the distance between the acupoints on the left and right sides within 
the same group. "Lx/Rx" signifies the x-coordinate of the left/right acupoint within each acupoint set, 
while "Ly/Ry" corresponds to the y-coordinate. 𝐿𝐿𝐿𝐿𝑛𝑛𝑖𝑖 / 𝐿𝐿𝐿𝐿𝑛𝑛𝚤𝚤�represent the real value and the predicted 
value.Using this information, we can derive the following new loss function: 

𝐿𝐿𝐿𝐿𝐷𝐷𝐷𝐷𝑛𝑛𝑛𝑛𝑛𝑛 = 𝑓𝑓(𝑆𝑆𝑆𝑆4) + 𝑓𝑓(𝐸𝐸𝑋𝑋 − 𝐻𝐻𝐻𝐻4) + 𝑓𝑓(𝐸𝐸𝑋𝑋 − 𝐻𝐻𝐻𝐻8) 

4. Experiment 

4.1. Dataset 

The data for this experiment consists of facial photographs, with labels corresponding to the six 
acupoints on the face (two on the brow, two on the nose, and two on the mouth). The primary objective 
of the experiment is to calculate the angular deviation between the line connecting the two points on 
different parts of the face and the horizontal direction. The maximum value among these deviations is 
considered as the deviation angle for that particular subject. 

Each individual in the dataset has three images, and the example is shown in Figure 2. These images 
are taken under different photographic pose requirements, resulting in three images for each person. Each 
image corresponds to a set of acupoints for testing. The experimental data originates from real clinical 
data at the Sichuan Provincial Hospital of Integrated Traditional Chinese and Western Medicine. The 
facial images are clear and centered. 

 
Figure 2: Locations of the three groups acupuncture points 

4.2. Training 

During the training process, we first need to detect the faces in the dataset images and crop out 
irrelevant information to reduce the model's workload. After cropping and resizing to a uniform size, the 
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images are then fed into the model. 

Then we conducted training on the two-stage network using images of patients at different levels of 
severity from the dataset. To enhance the model's training capability, we pre-trained the model by 
extracting features for each of the three sets of acupoints marked on every image, capturing distinct 
acupoint characteristics. After obtaining the pre-training results, we cropped and concatenated the three 
images corresponding to different acupoint sets for each patient and performed accurate coordinate 
regression on the concatenated image. 

We train the model using hardware equipment with CPU 13th Gen Intel(R) Core(TM) i9-13900HX 
2.20 GHz and GPU NVIDIA GeForce RTX 4060. 

The training was conducted in batches of 32 images, with shuffling within each batch. We employed 
the Adam optimizer for gradient updates in both stages of training. The initial learning rate was set at 
0.01, with a weight decay of 0.0005. The learning rate was decreased by 0.1 every 30 epochs. 

4.3. Evaluate 

In terms of performance evaluation, we conducted comparative experiments using models such as 
VGG16. The evaluation metric we employed was the Normalized Mean Error (NME), which is 
commonly used in tasks such as image alignment and keypoint detection. NME measures the average 
distance between predicted values and ground truth. A smaller NME indicates that the predicted results 
are closer to the ground truth, signifying better algorithm performance. 
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Through comparative experiments, we have obtained the following results in table 1. It is evident 
from these results that our improved model has achieved optimal performance. This validates the 
effectiveness of our work. 

Table 1: Comparison of the different models 

Network NME Loss average_angle_cost 
ResNet50 0.0054 0.7636 6.36 
VGG16 0.0031 0.4125 4.32 

MobileNetV2 0.0032 0.5035 5.63 
Ours 0.0031 0.2744 3.78 

5. Conclusion 

This paper presents a facial paralysis diagnostic method based on acupoint recognition. We construct 
a two-stage network combining object detection and regression, and refine the Loss function tailored to 
our task. This lightweight approach demonstrates excellent performance in quantitative assessment of 
facial paralysis. To validate the framework's performance, we compared it with detection results from 
ResNet50 and other models. Experimental results reveal significant improvements in acupoint detection 
and angle measurement accuracy achieved by our enhanced model. These outcomes affirm the 
contribution of our work. 
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