Multi Instance Deep Learning Target Tracking
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ABSTRACT. In order to solve the problem of low tracking accuracy caused by the lack of appearance model and motion model in multi instance tracking algorithm, this paper proposes a multi instance deep learning target tracking algorithm. In the original multi example tracking algorithm, the motion model only assumes that the motion of the object between frames will not exceed a certain range, which can not effectively reflect the motion state of the target. Particle filter algorithm is introduced to predict the target and improve the accuracy of tracking. The experimental results of different image sequences in complex environment show that the proposed algorithm has higher tracking accuracy and better robustness than other tracking algorithms.
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1. Introduction

Multi-instance (MI) learning is a variant of inductive machine learning where each learning example contains a bag of instances instead of a single feature vector. The training data of MI learning is \( \{ (x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n) \} \), where \( x_i \) is a package containing \( M \) instances \( \{x_{i1}, x_{i2}, \ldots, x_{im}\} \), \( y_i \in \{0, 1\} \) is the label of the corresponding sample package. The sample package label is defined as

\[
y_i = \max(y_{ij})
\]

(1)

\( y_{ij} \) is the instance label of package \( x_i \). According to formula (1), a package containing at least one positive instance is labelled as positive and vice versa. In the process of target tracking, the enhanced learning method is used to train the classifier, that is, to maximize the log likelihood function below.

\[
L = \sum_i (\log p(y_i | x_i))
\]

(2)

In formula 2, \( p(y_i | x_i) \) is the probability of the packet \( x_i \) being of class \( y_i \). \( p(y_i | x_i) \) can be calculated with the probability of instance, \( p(y_i | x_{ij}) \). Calculation with noisy or model, the formula is as follows

\[
p(y_i | x_i) = 1 - \prod (1 - p(y_i | x_{ij}))
\]

(3)

The probability function of each instance is:

\[
p(y | x) = \sigma(H(x))
\]

(4)

In equation 4, \( \sigma(x) = 1 / (1 + e^{-x}) \) and \( H(x) \) is a strong classifier which is composed of several weak classifiers.

In the process of target tracking, it is very difficult to obtain all weak features at one time, and it’s also difficult to meet the real-time requirements of tracking. Therefore, the original multi-instance learning tracking algorithm randomly generates \( m \) weak features from all weak features to form a weak feature pool. Then a sample set is selected as a set of follow-up features. The algorithm keeps \( m \) candidate weak classifiers \((m > k)\) and selects \( k \) weak classifiers by using the framework of reinforcement learning:
\[ h_k = \arg \max L(H_{k-1} + h) \] (5)

In formula 5, \( L \) is the same as \( L \) in formula 2. As shown in formula 2, the essence of selecting weak classifiers is that after cascading the weak classifiers the strong classifier can maximize the difference between the positive and negative packet responses. In the whole weak classifier set, the weak classifier \( h \) with the largest \( L \) can be selected.

Weak classifier is estimated on line by Haar-like feature \( f_s(x) \) and four parameters. The calculation formula of weak classifier is \( \langle \mu, \sigma, \mu_0, \sigma_0 \rangle \). On line estimation, the calculation formula of weak classifier is as follows.

\[ h_k(x) = \arg \max \left[ \frac{p(y = 1 | f_s(x))}{p(y = 0 | f_s(x))} \right] \] (6)

In equation 6, \( p(y = 1 | f_s(x)) \), \( p(y = 0 | f_s(x)) \) is the probability function of the instance \( p(y = 1) = p(y = 0) \). The Bayes formula can be used to deduce:

\[ h_k(x) = \arg \max \left[ \frac{p(y = 1 | f_s(x))}{p(y = 0 | f_s(x))} \right] = \frac{p(y = 1 | f_s(x))}{p(y = 0 | f_s(x))} \] (7)

\( p(y = 1 | f_s(x)) \sim N(\mu, \sigma) \), \( p(y = 0 | f_s(x)) \sim N(\mu_0, \sigma_0) \), \( \mu \) and \( \sigma \) are the mean and standard deviation of Gaussian distribution of positive instances; \( \mu_0 \) and \( \sigma_0 \) are the mean and standard deviation of the Gaussian distribution of the negative instances. Every time the weak classifier receives new data \( \{ (x_1, y_1), (x_2, y_2), \ldots (x_n, y_n) \} \), the classifier need to update its parameters:

\[ \mu_i \leftarrow \mu_i + (1 - \rho) \frac{1}{n} \sum_{i=1}^{n} f_s(x_i) \] (8)

\[ \sigma \leftarrow \sigma + (1 - \rho) \frac{1}{n} \sqrt{\sum_{i=1}^{n} (f_s(x_i) - \mu_i)^2} \] (9)

In equation 9, \( \rho \) is the learning rate and \( 0 < \rho < 1 \). The formulas to update \( \mu_0 \), \( \sigma_0 \) are similar to formula 8 and formula 9.

2. Multi-Instance Deep Learning Target Tracking

The flow of multi example deep learning tracking algorithm is as follows:

1. For the \( t-1 \) frame, the target position is \( l_{t-1} \). Particle filter is used to estimate a set of positions of the target in the next image \( l(x) = \{ l_1(x), l_2(x), \ldots l_s(x) \} \). Get a set of image blocks from particle set: \( X^k = \{ x \in l(x) \} \). Then the feature vector of each image block is extracted by the encoder of sdae.

2. Using the extracted feature vector to build a weak classifier, and then using the enhanced learning algorithm to select the most discriminative weak classifier to build a strong classifier online, at the same time using the newly generated feature vector to replace some of the weakest features.

3. Use strong classifier for all \( x \in X^k \) estimate \( p(y = 1 | x) \).

4. Update target’s best location \( l_t = \arg \max p(y | x) \)

5. Collect positive and negative sample packages \( X^r = \{ x | \| f_s(x) - l \| < r \} \), \( X^{r, \beta} = \{ x | \| f_s(x) - l \| < \beta \} \)
(6) Use positive sample package $X^+$ and negative sample package $X^{-}\beta$. Update appearance model.

3. Results

The center error represents the Euclidean distance between the tracking result and the center of the real target. The smaller the distance is, the more effective and accurate the tracking result is. As shown in Table 1, the center error of the algorithm in this paper is generally smaller than that of other algorithms, indicating that the tracking results have high accuracy.

<table>
<thead>
<tr>
<th>Picture sequence</th>
<th>ML</th>
<th>WMIL</th>
<th>TLD</th>
<th>CT</th>
<th>CXT</th>
<th>MTT</th>
<th>Algorithm in this paper</th>
</tr>
</thead>
<tbody>
<tr>
<td>david</td>
<td>24</td>
<td>9</td>
<td>11</td>
<td>11</td>
<td>9</td>
<td>20</td>
<td>8</td>
</tr>
<tr>
<td>faceOcc1</td>
<td>28</td>
<td>15</td>
<td>32</td>
<td>41</td>
<td>28</td>
<td>30</td>
<td>12</td>
</tr>
<tr>
<td>faceOcc2</td>
<td>21</td>
<td>12</td>
<td>19</td>
<td>24</td>
<td>10</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>girl</td>
<td>33</td>
<td>8</td>
<td>11</td>
<td>19</td>
<td>11</td>
<td>12</td>
<td>9</td>
</tr>
<tr>
<td>sylvestre</td>
<td>14</td>
<td>11</td>
<td>12</td>
<td>14</td>
<td>20</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>tiger2</td>
<td>18</td>
<td>17</td>
<td>41</td>
<td>71</td>
<td>45</td>
<td>57</td>
<td>14</td>
</tr>
<tr>
<td>singer1</td>
<td>23</td>
<td>12</td>
<td>7</td>
<td>35</td>
<td>18</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>Average</td>
<td>23</td>
<td>13</td>
<td>19</td>
<td>31</td>
<td>20</td>
<td>22</td>
<td>10</td>
</tr>
</tbody>
</table>

4. Conclusion

In this paper, a tracking algorithm based on multi instance deep learning is proposed, which can effectively express the image by using reinforcement learning and apply the information from offline training to online tracking process. By replacing the feature vectors extracted from the deep network in real time, new feature representation is introduced into the target representation to reflect the appearance changes of the target in the tracking process, which improves the adaptability and robustness of the model. Particle filter is also introduced to improve the motion model of multi instance learning and improve the tracking accuracy.
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