MSFF: Multi-Scale feature fusion for fine-grained image classification
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Abstract: Fine-grained image classification is a sub-category classification problem with a common superior category. Aiming at the characteristics of large intra-class differences and small inter-class differences in fine-grained images, this paper proposes a fine-grained image classification method based on multi-scale feature fusion. The method constructs a three-branch network model. The attention module and local extraction module are used to obtain the image of the target object and the image of the parts with strong distinguishing detail features. The depth metric learning is used to shorten the distance from the same data by using misclassification information to improve the classification accuracy; secondly, without using the image bounding box/partial annotation information, the image information of different scales is fused through a parallel network structure; finally, the entire network is optimized by combining the loss functions of the three-branch networks. This method performs end-to-end training collaboratively in a multi-branch network to enhance the ability to express information, thereby improving the accuracy of image classification. To evaluate the effectiveness of our method, fine-grained classification experiments were conducted on three datasets. The experimental results show that the algorithm has higher classification accuracy than other fine-grained classification algorithms.
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1. Introduction

With the rapid development of artificial intelligence, image classification technology is also constantly improving, and traditional image classification is composed of semantic-level and instance-level images. In today’s era, intelligent requirements are constantly put forward, and the shortcomings of traditional image classification have gradually revealed that they cannot meet people’s needs. Therefore, fine-grained image classification [1-3] has become a scalding research direction in the fields of computer vision, pattern recognition, image processing, and so on [4-6]. The current research ideas are mainly divided into two types: one is to directly learn better visual representations from the original images. The second is to use an attention-based approach to obtain discriminative domains in images. Although these methods can improve the accuracy to a certain extent, the extraction of key area features includes irrelevant background or object areas, so that the recognized objects cannot correspond and affect the classification effect.

To sum up, based on the recurrent attention convolutional neural network [7], this paper proposes a network framework on the basis of multi-scale feature fusion, constructs an attention module and a local extraction module to extract high-quality semantic information, and combines the global image of the multi-branch network performs feature information fusion to improve the accuracy of image classification. The specific implementation is achieved through the following branches: (1) After inputting the original images in the global branch network, the feature maps of the global images is obtained, the attention module obtains the target images through the action of the spatial transformation layer, which is used as the input of the target branch network to make it learn object information; (2) According to the feature maps of the object images, a local extraction module is introduced to extract the component area with sufficient information as the input of the detail branch network to obtain the area with high recognition degree; (3) The multi-scale information obtained from different branch networks is fused by multi-branch networks, and the feature information on objects of different scales and different parts is fully utilized to improve the recognition ability of classification targets; (4)
In the process of feature embedding, deep metric learning is used to optimize the model, which improves the accuracy of localization of discriminative regions and further improves the classification accuracy.

The main contributions of this paper are as follows:

1) This study proposes a fine-grained image classification network that fuses multi-scale features. Image features of different scales are fused through a multi-branch network to provide the model with different levels of image information.

2) By building an attention module, this study uses affine transformation to learn the target regions from the original images, obtains target feature information, and only uses category labels to achieve the accuracy of target localization. Through the local extraction module, the component area of the object is obtained, so that the model can effectively learn fine-grained features of different scales.

3) This study uses deep metric learning N-pair Loss, which can optimize the model, reduce classification errors and obtain good prediction results.

4) This paper conducts comparison and ablation experiments on three classic fine-grained image classification datasets and achieves good results, with better model performance.

2. Related Work

The opportunity to promote the rapid development of fine-grained image classification is that deep learning image classification algorithms have better image representation capabilities. The current research directions of fine-grained image classification are divided into three types: strongly-supervised learning[8-10], weakly-supervised learning[11-13], and unsupervised-learning[14]. Strongly-supervised learning faces the problem of labeling with high-quality datasets. When it comes to multi-label classification tasks, the labeling cost will increase to the number of targets. The research on unsupervised image classification on the basis of deep learning is still in the development stage and is a very challenging research topic. Therefore, weakly-supervised learning has become a research hotspot of fine-grained image classification methods.

2.1 Weakly-supervised method

Weakly-supervised learning can better achieve fine-grained image classification using only image category information. [15] designed a two-level attention algorithm, all the characteristics of the output were calculated from the model, the training speed of the model was slow and the calculation was large. [16] proposed Bilinear convolution model. Compared with a linear model, the Bilinear model can obtain higher quality feature representation, but the Bilinear feature had the disadvantage of high dimension, which was not conducive to analysis. [17] designed a low-rank bilinear pooling model, which used a bilinear classifier to capture second-order statistics and captured the relationship between local features between layers. [18] proposed a visual attention network that maps attention features to input space and guides attention mapping to pay better attention to fine-grained features.

2.2 Multi-scale Feature Fusion

Multi-scale images can enable the network to learn rich semantic features and texture information that are differentiated between different levels. In fine-grained image classification methods, the use of multiple scales can take into account both objects and detailed regions in the image. [19] proposed a recurrent attention convolutional neural network framework, which was divided into three sub-networks with the same network structure framework. [20] proposed a feature pyramid structure to identify the basic components in the system by detecting objects at different scales. [21] created the SK-Net network framework. The module was divided into three parts. Although the accuracy is improved, the addition of modules increased the complexity of the model.

3. Approach

In this section, we describe the proposed network architecture in detail, as shown in Figure 1. The key to fine-grained image classification is to locate precise discriminative regions and learn the saliency of fine features for image classification. Inspired by this, we divide the image into three
different scales, which contain global information, target object information, and local detailed component information, respectively.

Our goal is to fuse features from informative regions and complete images to allow the network to learn more feature information from images of different scales, enabling information complementarity to achieve better performance. This paper adopts a multi-branch network structure, which can be divided into the global branch, target branch, and detail branch. In the training process, all branch networks are used to train together, and the global branch and the target branches are used to obtain the classification results in the testing phase.

3.1 Attention Module

Fine-grained images are easily affected by the pose of objects, etc. Spatial Transformer Networks [22] is introduced for this problem, which is an attention mechanism network that pays attention to space. A new learnable spatial transformation module is introduced, it can adaptively mine the discriminative area in the image, and can operate in the space of the data in the network so that the model has spatial invariance.

The attention module is composed of three components: a localization network, parameterized sampling grid, and a differentiable sampling mechanism. The working principle is shown in Figure 2. The spatial transformer is introduced through the benchmark network to obtain the attention part of the image from space, and the spatial transformation layer is used to crop and locate the target area to generate the target-level image.

The feature map obtained by inputting the image $X$ through the benchmark network on the last convolutional layer is represented by $F \in \mathbb{R}^{C \times H \times W}$. The output feature graph generated in the $l$-th stage...
is expressed as $F_l$. The function of the localized network is to pass the input feature map $F_l$ through a sub-network to generate the parameters of the spatial transformation and output the transformation matrix of the affine transformation $\phi$.

$$\phi = f_s(F_l)$$

$f_s(\cdot)$ represents a local network function, parameters $\phi$ to be applied to the transformation of the feature map. Second, calculate the position of the sampling point in the original image according to the formula, convert the feature map through the grid generator, and perform coordinate mapping to generate the feature image $N \in \mathbb{R}^{C \times H \times W}$.

$$\begin{pmatrix} x^o_i \\ y^o_i \end{pmatrix} = T_{\phi}(G_i) = A_{\phi} \begin{pmatrix} x^p_i \\ y^p_i \\ 1 \end{pmatrix}$$

The original image coordinates are expressed as $(x^o_i, y^o_i)$, the pixel position of the target image is expressed as $G_i = \{x^p_i, y^p_i\}$, means affine relationship. Finally, through the sampler, the bilinear interpolation method is used to collect pixels according to the input feature map and the corresponding affine transformation relationship to generate the final output feature map, that is, the target-level image.

$D_{mn}^c$ represents the value at coordinate $(m,n)$ in the color channel $c$.

$$N^c_i = \sum_m \sum_n D_{mn}^c \max(0, 1 - |x^o_i - n|) \max(0, 1 - |y^o_i - m|)$$

### 3.2 Part Proposal Module

The research focus of numerous fine-grained image classification tasks is to solve the problem of large intra-class differences in fine-grained images, so it is essential to localize local regions with rich information. To extract the local areas with rich effective information, this paper introduces the Part Proposal Module (PPM) processes as shown in Figure 3, to enhance the discrimination ability of the model.

Based on the idea of a sliding window in target detection, find the part area with a resolution in the target image.

**Figure 3: Local extraction module process diagram**

First, the feature maps under different sliding windows of the previous branch in the network are aggregated to obtain the corresponding feature maps. Under the channel dimension of the feature map, the activation feature map $P_w$ under each sliding window is obtained by aggregation. The square means is used to represent the activation value, which is better than the arithmetic means for semantically rich regions. The activation value of each window can be expressed as the following:
According to the activation value of each window, regions with rich semantic information have high activation values, which represent key regions, which are conducive to capturing discriminative features in fine-grained images; regions lacking semantic information, with small activation values, represent irrelevant regions. The window of the feature map is sorted by the size of the score. Due to the large number of candidate regions, many redundant regions will be doped. For this problem, the non-maximum suppression method is used to reduce the number of candidate regions and reduce the computational cost. According to whether the activation value of each window is greater than the threshold value, the clipped mask image is generated. The detail image is obtained by clipping the target-level image, and the detail image is input into the detail branch network to optimize the local area information.

\[
\tilde{M}_w(x, y) = \begin{cases} 
1, & P_w(x, y) > p_w \\
0, & \text{otherwise} 
\end{cases}
\]  

\[
P_w(x, y) \text{ represents the activation value of the image obtained through the network, } W_w \text{ indicates the width of the window graph, } H_w \text{ indicates the height of the window graph.}
\]

### 3.3 Deep Metric Learning

The embedding representation of fine-grained datasets is significantly diverse, the intra-class distance can be greater than the inter-class distance, the differences between classes are more subtle, and fine-grained images are susceptible to appearance and other reasons.

N-pair Loss can solve this problem. The N-pair Loss [23] function belongs to one of the deep metric learning methods. Its working principle is to use deep neural networks to learn highly abstract nonlinear features and the similar relationship between data, as shown in Figure 4.

\[
L_{N\text{-}pair} = \frac{1}{S} \sum_{a=1}^{S} \log \left( 1 + \sum_{a \neq b} \exp \left( f_a^T f_b^+ - f_a^T f_a^+ \right) \right)
\]  

**Figure 4: N-Pair Loss schematic**

Denote the input image by \( X \), \( f(X) \) stands for deep feature embedding. The goal of deep embedding learning is to learn the deep feature embedding of the input image as a feature vector so that the similarity of the vectors can achieve higher scores when they belong to the same class. High scores belong to the same category, and low scores belong to different categories. Positive dots indicate that the samples are from the same class, and negative dots indicate different classes.
3.4 Loss Function

The network framework proposes in this paper needs to deal with coarse-grained features and fine-grained features. The three-branch networks can obtain target-level and component-level images from original images through different modules and uses multiple scales to learn feature information to improve classification accuracy. The classification loss function of the three-branch network uses the cross-entropy loss function to measure the fitting ability of the neural network model to fine-grained image data. The loss function under each branch is recorded as the following:

\[ L_g = H\left(p_g, q_g\right) = -\sum_{i=1}^{n} p_g(x_i) \log \left(q_g\left(x_i\right)\right) \]

\[ L_o = H\left(p_o, q_o\right) \]

\[ L_d = \sum_{n=0}^{N-1} H\left(p_{d(n)}, q_{d(n)}\right) \]

(7)

\( L_g, L_o, L_d \) represents the three-branch global network, target network, and detail network loss function. The proposed loss function improves the generalization ability of the model and optimizes the model parameters to fit the network training. The overall loss function of the three-branch network is defined as:

\[ L = L_g + L_o + L_d + L_{N-pair} \]

(8)

4. Experiments

4.1 Datasets

This experiment uses three public experimental datasets in the field of fine-grained image classification: the CUB-200-2011 dataset[24] contains a total of 11,788 images of 200 species of birds, each image in the dataset is annotated with a bounding box, part location, and attribute labels. The FGVC-Aircraft dataset[25] contains a total of 100 models, with 10,000 images, the main aircraft in each image is annotated with a bounding box and a hierarchical aircraft model label. The Stanford Cars dataset[26] contains a total of 16,185 images of 196 vehicle types, car images in the dataset are taken from multiple angles and categorized by year of production and model. The specific information of each dataset, the number of categories including the division of the training set and the test set in the experiment is shown in Table 1. Use the default-split training and test sets during the experiment. Only image-level labels were used during the experiments without any additional manual annotations.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Category</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>CUB-200-2011</td>
<td>200</td>
<td>5994</td>
<td>5794</td>
</tr>
<tr>
<td>FGVC-Aircraft</td>
<td>100</td>
<td>6667</td>
<td>3333</td>
</tr>
<tr>
<td>Stanford Cars</td>
<td>196</td>
<td>8144</td>
<td>8041</td>
</tr>
</tbody>
</table>

4.2 Implementation Details

Experimental parameter settings: The benchmarking network of this experimental model uses the residual network Resnet-50 as the image feature extractor. Training parameter settings: the number of batch samples is set to 6, and the learning rate is set to 0.001. The experiment adopts the stochastic gradient descent method and uses the batch normalization method as the regularization term to train the model, and the weight decay is set to 1e-4. During the experiment, the global image and target images are processed to 448*448 size, and the part image is processed to 224*224 size.

4.3 Ablation Experiments

In order to verify whether each module proposed in this paper can effectively improve the network performance, two groups of ablation experiments are performed on three datasets.
4.3.1 Ablation Experiments 1

In ablation experiment 1, the benchmark network ResNet-50 was compared with the network with various modules added, and the influence of the three modules on the overall model classification effect was compared. The experimental results of the model on the test set are shown in Table 2. It can be seen from the table that the network after adding each module improves the classification accuracy of the dataset to varying degrees. The accuracy of CUB data was increased by 1.14, 2.89, 2.64, and 3.07 percentage points, respectively. The classification accuracy of the FGVC dataset increased by 1.52, 2.27, 2.36, and 3.74 percentage points, respectively. In the Stanford Cars dataset, the classification accuracy increased by 0.67, 1.26, 1.11, and 1.81 percentage points, respectively.

Table 2: Results of ablation experiments on datasets

<table>
<thead>
<tr>
<th>Module</th>
<th>CUB</th>
<th>FGVC</th>
<th>Stanford Cars</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet-50</td>
<td>86.00</td>
<td>90.10</td>
<td>93.00</td>
</tr>
<tr>
<td>Attention</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Part</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

4.4 Contrast Experiment

In the experiments in this section, in order to verify the superiority of this method, this method is compared with the current mainstream strong and weakly supervised classification methods.

Figure 5: Testing process of OURS, DCL, CutMix, and AC-Net on the Caltech-UCSD Birds Dataset, FGVC-Aircraft, and Stanford Cars

On three challenging datasets, our model outperforms the baseline model RA-CNN significantly by 3.67%, 3.94%, and 1.71%, respectively. Table 3 reports the accuracy comparison with current mainstream methods. Compared with other weakly supervised algorithms, this method achieves better classification on all three data sets. The results show that the generalization of the network structure is verified. Figure 5 visualizes the testing process with other algorithms, and the superiority of this method can be seen in the figure.

Table 3: Comparison of classification performance on three datasets

<table>
<thead>
<tr>
<th>Module</th>
<th>CUB</th>
<th>FGVC</th>
<th>Stanford</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB[27]</td>
<td>88.60</td>
<td>93.50</td>
<td>94.70</td>
</tr>
<tr>
<td>CIN[28]</td>
<td>87.50</td>
<td>92.60</td>
<td>94.10</td>
</tr>
<tr>
<td>DFL-CNN[29]</td>
<td>87.40</td>
<td>91.40</td>
<td>94.50</td>
</tr>
<tr>
<td>NTS-Ne[30]</td>
<td>87.50</td>
<td>93.00</td>
<td>94.70</td>
</tr>
<tr>
<td>Cross-X[31]</td>
<td>87.70</td>
<td>92.60</td>
<td>94.60</td>
</tr>
<tr>
<td>HBP[32]</td>
<td>87.10</td>
<td>90.30</td>
<td>93.70</td>
</tr>
<tr>
<td>TASN[33]</td>
<td>87.90</td>
<td>—</td>
<td>93.80</td>
</tr>
<tr>
<td>MCL[34]</td>
<td>87.30</td>
<td>92.60</td>
<td>93.70</td>
</tr>
<tr>
<td>MSEC[35]</td>
<td>88.30</td>
<td>93.40</td>
<td>—</td>
</tr>
<tr>
<td>AC-Net[36]</td>
<td>88.10</td>
<td>92.40</td>
<td>94.60</td>
</tr>
<tr>
<td>OURS</td>
<td>89.07</td>
<td>93.84</td>
<td>94.81</td>
</tr>
</tbody>
</table>
Figure 6 shows the attention module for target object localization in the form of feature map. We can see from the figure that compared with the baseline network architecture RA-CNN, the method in this paper can better focus on the area of the target object and obtain more useful feature information, ignoring the environmental information.

Figure 7 shows the localization results of the local extraction module, using red, orange, yellow, and green to denote important regions in the image. For the anchor design, this study uses two scales of 48 and 96 sizes, and the two scales are 1:1 and 2:3, respectively. It is found from the map that the local extraction module can well locate multiple detailed parts of the target object and find areas with rich information.

Figure 8, 9, 10 visualizes the selection of detail regions, which can well locate multiple different detail regions of the target object, and select regions that obtain more local information.
5. Conclusion

Aiming to how the fine-grained image classification can effectively locate the target area and extract the discriminative details, this paper proposes a multi-scale feature fusion fine-grained image classification method. The method in this paper can enable end-to-end training to make the attention module, local extraction module, and deep metric learning cooperate, learn the feature information of different scales of the image through different branch networks and perform feature fusion to complement the information to improve the network classification performance. The experimental results show that the classification accuracy of our method on the CUB-200-2011, FGVC-Aircraft, and Stanford Cars datasets reaches 89.07%, 93.84%, and 94.81%. This paper only uses image class labels to achieve better classification results than other methods under weak supervision. Future research will be carried out in two directions. First, how to reduce the redundant information of features based on maintaining network performance, to reduce the amount of model calculation; secondly, to further screen the extracted fine-grained features to deal with subclasses that are easily confused.
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