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Abstract: As a typical nonlinear, time-varying, and strongly coupled system, the stability control of a 

self-balancing vehicle imposes high demands on control algorithms. Traditional PID control often relies 

on empiricalparameter tuning when dealing with complex dynamic environments, making it challenging 

to achieve optimalcontrol performance. Therefore, this study adopts an improved Particle Swarm 

Optimization (PSO) algorithm tooptimize the parameters of the PID controller. By enhancing the global 

search capability and local optimizationability of the PSO algorithm, the proportional, integral, and 

derivative parameters of the PID controller areautomatically adjusted to improve the system's response 

speed and stability. Experimental results demonstrate that the PID controller based on the improved 

PSO algorithm outperforms the traditional PID controller in controlling the self-balancing vehicle, 

effectively enhancing its stability and control accuracy.   
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1. Introduction 

A self-balancing vehicle is a typical nonlinear, time-varying, and strongly coupled system[1], and its 

stability control demands high precision and response speed from the control algorithm. Traditional PID 

control methods, when applied to self-balancing vehicle control, often struggle to achieve satisfactory 

results due to their parameter tuning being dependent on experience, which makes them inadequate for 

dealing with complex and dynamic environments. Therefore, optimizing PID parameters is necessary[2]. 

To address this issue, this paper introduces an improved Particle Swarm Optimization (PSO) 

algorithm to optimize PID controller parameters. While the PSO algorithm is simple and effective in 

principle, its traditional form has limited local optimization capabilities in complex environments[3]. To 

enhance the performance of the PSO algorithm, this paper improves upon the traditional PSO algorithm 

by dynamically adjusting the inertia weight, adaptively tuning parameters, and adjusting population 

diversity, thereby enhancing its global search and local optimization capabilities. The improved PSO 

algorithm is then used to solve the problem of PID parameter optimization[4]. 

2. Self-Balancing Vehicle PID Control 

The self-balancing vehicle exhibits characteristics of a traditional first-order inverted pendulum 

system[5]. In this paper, we study the first-order inverted pendulum model, as shown in Figure 1. 

 

Figure 1: Establishment of the First-Order Inverted Pendulum Model for the Self-Balancing Vehicle 
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The establishment of the first-order inverted pendulum model as shown in the above figure includes 

the following parameters: the mass of the cart m, the tilt angle θ, the distance from the center of mass 

to the wheel axle l, the acceleration of the cart's wheels a(t), and the external force applied to the self-

balancing vehicle to maintain balance X(t). 

According to Newton's Second Law of Motion, the analysis of forces in the horizontal direction for 

the model in Figure 2 leads to the establishment of the force equilibrium equation[6]. The equation is as 

follows:  

𝐿
𝜕2𝜃(𝑡)

𝜕𝑡2 = 𝑔𝑠𝑖𝑛𝜃(𝑡) − 𝑎(𝑡)𝑐𝑜𝑠𝜃(𝑡) + 𝐿𝑥(𝑡)                      (1) 

Generally, the tilt angle of the self-balancing vehicle is not large. Therefore, when θ < 10°, 

linearization is performed, and let sinθ(t) ≈ θ(t). Equation (1) can then be transformed into: 

L
∂2θ(t)

∂t2 = gθ(t) − a(t) + Lx(t)                            (2) 

At this point, the self-balancing vehicle has reached equilibrium, a(t)=0.Therefore, we can obtain: 

L
∂2θ(t)

∂t2 = gθ(t) + Lx(t)                               (3) 

According to control theory, applying the Laplace transform to Equation (3) and simplifying it yields 

the system transfer function as follows: 

H(S) =
Θ(s)

X(s)
=

1

s2−
g

L

                                  (4) 

The system's two poles can be obtained as: 

S = ±√
g

L
                                      (5) 

From the above equation, it can be seen that the system's two poles are not on the same side. 

According to Nyquist's theorem, one of the poles is on the positive real axis, making the overall system 

of the self-balancing vehicle unstable and unable to maintain balance[7]. The stability of the self-balancing 

vehicle, represented by a(t), is determined by both θ and a(θ). To maintain balance, a feedback 

differential control loop needs to be established[8]. 

The position closed-loop control adopts: 

𝑃𝑊𝑀 = 𝑘𝑝𝑒(𝑘) + 𝑘𝑖∑𝑒(𝑘) +  𝑘𝑑[𝑒(𝑘) − 𝑒(𝑘 − 1)]                     (6) 

Here, e(k) is the position deviation at time k, and the position information is read by the encoder. 𝑘𝑝 

is the proportional coefficient, 𝑘𝑖 is the integral coefficient, and  𝑘𝑑 is the differential coefficient. 

The velocity closed-loop control adopts incremental PID control: 

𝑃𝑊𝑀+= 𝑘𝑝[ℎ(𝑘) − ℎ(𝑘 − 1)] + 𝑘𝑖ℎ(𝑘) + 𝑘𝑑[ℎ(𝑘) − 2ℎ(𝑘 − 1) − ℎ(𝑘 − 2)         (7) 

Here, h(k) is the velocity deviation at time k, obtained from the encoder readings within a unit of time. 

Different combinations of 𝑘𝑝,𝑘𝑖h, and 𝑘𝑑will affect the performance of the PID controller. Traditionally, 

PID parameters are determined through empirical tuning methods. In this paper, an improved Particle 

Swarm Optimization (IPSO) algorithm is used to optimize the PID parameters. 

3. Standard Particle Swarm Optimization (PSO) Algorithm 

The Particle Swarm Optimization (PSO) algorithm, proposed by Kennedy and Eberhart in 1995, is 

an intelligent optimization algorithm based on the foraging behavior of birds. This algorithm uses 

information sharing among individuals in the swarm to gradually approach the optimal solution to the 

problem[9]. 

Treating a single bird as a particle, let the position of the i-th particle at time t be Xi(t) and its velocity 

be 
)(V ti . The position and velocity update formulas at time t+1 are as follows[10]: 

)]()([)()1( 11 tXtPrctVtV iiii   )]()([22 txtgrc i
               (8) 
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)1()()1(  tvtxtx iii                              (9) 

Here,  is the inertia weight, controlling the influence of the particle's previous velocity on the 

current velocity; 1c
 and 2c

 are the cognitive (self-learning) and social learning factors, respectively; 

1r and 2r are random numbers between 0 and 1; 
)(tPi  is the best position found by the i-th particle so 

far; and )(tg is the best position found by the entire swarm. 
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Figure 2: Standard Particle Swarm Optimization Algorithm Flowchart 

4. Improved Particle Swarm Optimization Algorithm 

4.1 Dynamic Adjustment of Inertia Weight 

In the Particle Swarm Optimization algorithm, the value of  affects the particle's velocity. When 
 is fixed, it may lead to local optima[11]. Therefore, this paper adopts a cosine annealing decrement 

strategy. 

)(*5.0)( minmaxmin  t ))/(cos1* Tt（                      (10) 

Where: 
)(t
is the inertia weight at generation t; max

is the initial inertia weight; nmi
is the final 

inertia weight; T is a constant that controls the decay rate; t  is the current iteration number. 

The cosine annealing variation strategy provides a larger weight in the early and middle stages to 

promote global search and avoid premature convergence to local optima. In the later stages, it provides 

a smaller weight to promote local search. The cosine annealing decrement strategy offers a smooth cosine 

change curve, which helps maintain the stability of the particle swarm and reduces oscillations during 

the search process. 

4.2 Adaptive Parameter Adjustment Strategy Based on Population Diversity 

In the Particle Swarm Optimization algorithm, the learning factors 1c
and 2c

control the particle's 

movement towards its own best position and the global best position, respectively. Therefore, when the 

population diversity is large, more global search should be conducted; when the population diversity is 

small, more local search should be performed[12]. 

Population diversity is represented by the population standard deviation: 
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2

1 ))()((1)( tXtX
N

t i

N

i
                           (11) 

Where:
)(t

is the standard deviation of the population positions at generation t ; N is the population 

size; 
)(tX i  is the position of the i-th particle at generation t; )(tX is the mean position of all particles 

at generation t. 

Adaptive Learning Factors: 

)()/)((

)()/)((

min2max2maxmax12

min1max1maxmax11

cctcc

cctcc









                       (12) 

Where: max
is the maximum value of the population position standard deviation; max1c

and min1c

are the maximum and minimum values of 1c
, respectively; max2c

and min2c
are the maximum and 

minimum values of 2c
, respectively. 

5. Experimental Process and Results Analysis 

5.1 Experimental Process 

To verify the system performance after optimizing PID parameters using the improved Particle 

Swarm Optimization algorithm, the following Simulink model was established. 
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Figure 3: PID Simulation Control 

In the model shown in Figure 3, the PID controller first calls a step signal and sets the initial 

parameters to 0. Then, it calls two step signals to merge their outputs, which are used to simulate the 

external force signals affecting the balance state of the cart. Finally, the PID controller is used to restore 

the cart to its balanced state[13]. 

In the process of optimizing PID parameters using the improved Particle Swarm Optimization 

algorithm, the number of particles is set to 30, and the maximum number of iterations is 100. Determining 

the Value of Inertia Weight 𝜔 According to Equation (8). 𝜔𝑚𝑎𝑥  and 𝜔𝑚𝑖𝑛  are set to 0.9 and 0.4, 

respectively. According to Equation (10), the learning factors 𝑐1  and 𝑐2  are determined, where 

𝑐1𝑚𝑎𝑥and𝑐1𝑚𝑖𝑛are set to 2.5 and 1.5, respectively, and 𝑐2𝑚𝑎𝑥 and 𝑐2𝑚𝑖𝑛 are also set to 2.5 and 1.5, 

respectively. The time t for the cart to restore balance is used as the fitness function. 

5.2 Experimental Results 

The fitness function curve of the Particle Swarm Optimization algorithm is shown in Figure 4. The 

horizontal axis represents generations, and the vertical axis represents fitness values. The solid line 

depicts the function curve of the improved Particle Swarm Optimization algorithm, while the dashed line 

represents the function curve of the standard Particle Swarm Optimization algorithm. 
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Figure 4: Fitness Curves of the Improved Particle Swarm Optimization and Standard Particle Swarm 

Optimization Algorithms 

As shown in Figure 4, the fitness value of the IPSO algorithm upon convergence is lower than that of 

the standard algorithm, and it tends to converge at around 40 generations, while the standard PSO 

algorithm converges at around 80 generations. The IPSO algorithm outperforms the standard PSO 

algorithm in both speed and quality. 

The PID parameters optimized by the IPSO algorithm, the standard PSO algorithm, and the empirical 

tuning method were used to control the self-balancing vehicle. After stabilization, an acceleration of 2.1g 

was applied. The adjustment time t is the interval between applying the acceleration to the vehicle and 

the vehicle reaching balance. The results are shown in Table 1. 

Table 1: Comparison of Adjustment Times for Different Algorithms 

Performance 

Indicator 

Empirical Tuning Standard PSO Improved PSO 

𝑘𝑝 -400 -512 -480 

𝑘𝑖 -0.0024 -0.0021 -0.0029 

𝑘𝑑 -1.95 -2.14 -1.92 

Adjustment Time t 1.71s 1.21s 0.86s 

As shown in the table, the adjustment time for the experimental group with empirically tuned 

parameters is 1.71 seconds, which is the longest among all experimental groups. The adjustment time for 

the experimental group with parameters tuned using the standard PSO algorithm is slightly shorter, at 

1.21 seconds. The experimental group with parameters tuned using the improved PSO algorithm has the 

shortest adjustment time, at 0.86 seconds. This indicates that optimizing PID parameters using the 

improved PSO algorithm can enhance system performance, enabling the self-balancing vehicle to reach 

equilibrium more quickly. 

6. Conclusion 

This paper presents improvements to the standard Particle Swarm Optimization (PSO) algorithm. The 

inertia weight values in the standard PSO algorithm are adjusted using a cosine annealing strategy to 

prevent the algorithm from getting trapped in local optima when inertia weights are fixed. The learning 

factors are optimized based on the population standard deviation to accelerate the algorithm's 

convergence speed. The improved PSO algorithm is then used to optimize the PID parameters of the self-

balancing vehicle system. The results show that the adjustment time using the improved PSO algorithm 

is reduced by 0.85 seconds compared to the empirical tuning method and by 0.35 seconds compared to 

the standard PSO algorithm, demonstrating good effectiveness. 
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