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Abstract: The development of medical images has facilitated the diagnosis of brain diseases. The 

diagnosis of brain medical images has the characteristics of uneven distribution of categories and 

different costs of misclassification. Therefore, traditional classification algorithms are used in 

clinically confirmed MRI brains. When a medical image is used as a training set to construct a 

classification model, the classification effect is poor and it is easy to be insensitive to the positive class, 

which makes it difficult for the brain disease auxiliary diagnosis system to have high accuracy and 

weak generalization ability. The research purpose of this paper is to study the assistant diagnosis 

system of brain diseases based on the uneven distribution of medical image categories. In order to 

improve the performance of the assistant diagnosis system of brain diseases, this paper designs a 

cost-sensitive probabilistic neural network CS-PNN brain by introducing cost-sensitive this system is 

an auxiliary diagnosis system for diseases, and the reliability of the system is verified by experiments. It 

can be known from experiments that the cost-sensitive probabilistic neural network CS-PNN assisted 

diagnosis system for brain diseases designed in this paper increases with the cost of positive 

misclassifications and negative misclassifications, and the classification accuracy rate of CS-PNN 

continues to increase. (01) = 4 achieves the best classification performance of 97%. The research in 

this article provides new ideas for solving the problems of uneven distribution of categories and 

misclassification costs in MRI brain medical images, so as to develop a brain disease auxiliary 

diagnosis system with stronger generalization ability, thereby improving the diagnosis of brain tumors. 

Accuracy and reduce missed diagnosis. 

Keywords: Medical Images, Imbalanced Distribution of Categories, Brain Diseases, Assisted 

Diagnosis Systems, Cost Sensitive 

1. Introduction 

The mutual penetration and development of clinical medicine and computer science have led to the 

increasing degree of automation of medical equipment. Computer-assisted brain tumor assisted 

diagnosis systems are the product of this development trend. If the patients can be more reliably 

identified before surgery, Symptoms to determine the type of tumor and the degree of deterioration will 

have a great impact on the formulation of a patient's treatment plan, thereby avoiding unnecessary 

surgical risks and expenses. With the continuous development of medical imaging technology and 

equipment, the use of CT, MRI and other medical images is increasing. At present, medical imaging 

data has become the largest source of data in hospitals. It usually can account for more than 80% of the 

data in a general hospital. They have become one of the most important decision-making basis for 

clinical diagnosis of doctors. The information of brain medical images has the characteristics of 

implicitness and ambiguity. At present, the diagnosis based on brain medical images is still mainly 

based on the doctor's naked eye for analysis. When the doctor performs naked eye analysis, it is not 

easy to find medical images. Many tiny texture changes in details and morphological characteristics, 

which affect the early judgment of the disease; when performing medical image diagnosis of the brain, 

it is easy to be limited by the doctor's business ability and mental state, fatigue and other subjective 

factors, and misdiagnosis, Missed diagnosis. Therefore, in the process of brain medical image diagnosis, 

doctors need to use computer-aided diagnosis system to improve the accuracy of diagnosis and reduce 

the rate of missed diagnosis. 

The computer-aided diagnosis system can improve the accuracy of doctors' diagnosis, reduce the 
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workload, reduce the missed diagnosis and misdiagnosis caused by subjective factors such as the 

doctor's business ability and mental state, fatigue, and improve the difference between readers, but in 

the end The decision is still made by the doctor [1]. Therefore, the computer-aided diagnosis system 

should have similar abilities to doctors in learning and identifying brain diseases, and use image mining 

technology and machine learning technology to build computer-aided diagnosis systems, so as to 

improve the diagnosis ability of doctors. Brain medical image diagnosis usually has different 

characteristics of misclassification. The cost of misclassification in the diagnosis of brain diseases 

means that the cost of MRI brain medical images that originally belonged to the health category but 

were predicted to be cancerous is different from the cost that was originally predicted to be cancerous 

[2]. At this time, if the diagnosis system misdiagnoses the patient as health, it will delay the timely 

treatment of the patient, and even cause great harm to the patient's life and health; if the diagnosis 

system misdiagnoses the healthy person as the patient, although it will And medical staff bring some 

unnecessary trouble, but with further diagnosis and treatment, the misdiagnosis will be corrected, and 

the cost will be much smaller than the case of misdiagnosing the patient as healthy. Therefore, it is 

necessary to improve the generalization ability of the auxiliary diagnosis system and reduce the 

misdiagnosis rate of doctors' misdiagnosis of patients as health. It is a problem to be solved in the 

computer aided diagnosis system. The data involved in the diagnosis of brain medical images have the 

characteristics of uneven distribution of categories [3]. In the diagnosis of brain medical images, the 

imbalance of category distribution refers to the large difference in the number of sample sets between 

people with cancer and healthy people. For this case, traditional data mining techniques are used when 

the data distribution is unbalanced. The classification effect is poor, which makes it difficult for the 

auxiliary diagnosis system to have high accuracy [4]. Based on the above analysis, existing 

computer-aided diagnosis systems for brain diseases usually have shortcomings such as high feature 

vector dimensions, high computational complexity, and low generalization ability.This article studies 

brain disease mining algorithms based on the uneven distribution of categories of medical images. The 

design and implementation of an auxiliary diagnosis system is dedicated to improving the accuracy of 

doctors' diagnosis and reducing the rate of missed diagnosis. It has good application value and practical 

significance. 

In the field of medical image processing, image segmentation plays an important role in extracting 

important and reliable features to determine tumor regions in magnetic resonance images. Among them, 

brain image segmentation is considered to be an interesting and difficult problem in this field. In order 

to improve the segmentation ability of fuzzy C-means algorithm and artificial bee colony algorithm 

(FCMABC), G Kagadis used the combination of fuzzy C-mean algorithm and artificial bee colony 

algorithm to extract the appropriate number of cluster centers (tumor areas). G Kagadis proposed A 

new automatic intelligent clustering method for segmenting brain tumors uses an automatic and 

dynamic approach to the number of abnormal cells in each cluster (multiple sclerosis). G Kagadis 

compared the algorithm with the traditional FCM algorithm. The experimental results of G Kagadis 

show that FCMABC proposed by G Kagadis is effective in improving the accuracy of traditional FCM 

clustering. Compared with traditional FCM, the algorithm has stronger robustness and anti-noise ability 

[5-6]. Medical image processing plays an important role in supporting the diagnosis of various diseases. 

Brain magnetic resonance imaging (MRI) images are widely used to support doctors' decisions, and 

doctors will decide if there are any problems in the brain. The essence of MRI is segmentation, which 

is the basis for the selection of the damaged area, quantitative measurement and three-dimensional 

reconstruction. In order to effectively identify positioning targets, Snehashis Roy once proposed a 

segmentation algorithm based on global entropy minimization. The algorithm uses a secondary 

segmentation method based on the clustered area image model to overcome the negative effects of shift 

segmentation. The experimental results of Snehashis Roy show that the algorithm has the best 

performance and highest accuracy. In terms of similarity, the performance of this algorithm is almost 

the same as that of Least Deviation Fuzzy Clustering Algorithm (LBFC), and its performance is 10% 

higher than that of Fuzzy C-Means Clustering Algorithm (FCMA) [7-8]. Mutasem K. Alsmadi has 

applied the RBF group method of data processing (GMDH) neural networks to medical image analysis 

of magnetic resonance imaging (MRI) brain images. In this deep RBF GMDH-type neural network 

algorithm, Mutasem K. Alsmadi uses the basic premise of the GDH algorithm-a heuristic 

self-organizing method, to automatically generate and organize multiple hidden layers to adapt to the 

complexity of nonlinear systems. This heuristic self-organizing method is an evolutionary computation. 

Mutasem K. Alsmadi applies deep RBF-GMDH neural network to medical image analysis of MRI 

brain images, and uses deep-RBF-GMDH neural network to accurately identify and extract white and 

gray matter regions of the brain. These recognition results are compared with the recognition results of 

a traditional sigmoid sinus function neural network trained with the back-propagation method [9-10]. 
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The innovation of this paper is that by introducing a cost-sensitive mechanism, a traditional 

cost-insensitive probability neural network based on density function kernel estimation is designed as a 

cost-sensitive probabilistic neural network CS-PNN to solve the uneven distribution of categories in 

MRI brain medical images. And misclassification costs, so as to develop a brain disease assistant 

diagnosis system with stronger generalization ability, in order to improve the accuracy of brain tumor 

diagnosis and reduce the rate of missed diagnosis. 

2. Proposed Method 

2.1 Commonly Used Medical Image Denoising Methods 

The medical images obtained by digital medical imaging equipment are mainly affected by pulse 

noise, salt and pepper noise, and Gaussian noise.Because the noise reduces the image quality, it cannot 

meet the doctor's requirements for image vision, which prevents the visual organs from Understand that 

at the same time, it will also have a direct impact on image segmentation, feature extraction, and 

construction of classification models during medical image analysis [11]. Therefore, the presence of 

noise in medical images seriously interferes with the identification and analysis of medical images. 

Medical images collected in real time must be denoised before image processing such as image 

segmentation and feature extraction. Denoising processing is to ensure high accuracy in subsequent 

operations. One of the steps is to eliminate the noise components in the medical image to make the 

image clearer, the visual effect is better, and the useful information carried by the medical image is not 

lost [12]. Due to the presence of noise in medical images, doctors cannot accurately detect the lesion 

area, and for computer-assisted diagnostic systems, even a small amount of noise can change the 

classification results. Therefore, the medical image needs to be denoised to improve the medical image. 

Quality [13-14]. According to different denoising algorithms to reduce the noise in medical images, 

commonly used medical image denoising methods can be divided into pixel domain method and 

frequency domain method. The pixel domain method is also called the spatial domain method.The 

pixel domain method is to perform some calculation on a pixel in the image and all elements in the 

neighborhood of the pixel, and use the calculation result to replace the pixel value in the original image. 

The pixel value of is directly related to the elements in the neighborhood. Therefore, the pixel domain 

method is an image-based neighborhood processing method. From the perspective of geometry, it can 

be divided into linear filtering method and nonlinear filtering method. The frequency domain denoising 

method is to use a function to transform the image from the spatial domain to the frequency domain, 

and then inverse transform the transformed frequency domain spatial image to obtain a clear image 

after denoising [15-16]. 

(1) Linear filtering 

1) Gabor filtering 

Gabor filtering, while reducing image noise, can retain important information required for 

subsequent image processing. It is a linear filter for edge detection. The frequency and direction 

expression of Gabor filtering is similar to the human visual system, and is especially suitable for 

texture discrimination and analysis. The advantages of Gabor filtering in image denoising are 

uniqueness, specificity to a certain period and scale, fast Fourier analysis using FFT, and correlation 

with quantitative signals; the disadvantage is that the size of the image required by FFT is about 2 (= 

012), there is a boundary condition problem, and the time and frequency domain descriptions of the 

signals are opposite. 

2) Adaptive filtering 

Adaptive filtering does not have any impact on the original image while reducing the impulse noise 

on the image. It is used to eliminate the unknown interference contained in the main signal. The main 

signal is used for the expected response of the adaptive filter. The reference signal is used as the input 

of the filter. . Adaptive filtering has two advantages when performing image denoising processing: first, 

it can reduce smooth and non-rejective noise, but the edges of the image will not become blurred; 

second, it can retain edge information in the case of high-density impulse noise; the disadvantage is 

that When the impulse noise is greater than 0.2, the denoising performance is not good. 

3) Mean filtering 

The main idea of mean filtering is to add the neighborhood pixel values of each pixel in the image, 

then find the average value of these pixels, and use the average value to replace the pixel value of the 
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pixel point in the original image.It can eliminate the non-representation Pixels. Mean filtering is 

generally considered as a type of convolution filter.It is a convolution operation based on a convolution 

kernel.The convolution kernel represents the shape and size of the neighborhood to be sampled when 

calculating the average.Using a 3 × 3 square kernel, You can also use a larger kernel for smoothing. 

The advantages of mean filtering when performing image denoising processing are that it can reduce 

the difference and is easy to perform; there are three disadvantages: one is that the smoothing operation 

will cause the edge of the image to become blurred while affecting the localization of the image while 

denoising, and the other is the pulse Noise has not been completely eliminated. Third, it will affect the 

average value of all pixels in the neighborhood. 

4) Wiener filtering 

Wiener filter is a linear filter that has been widely used to restore images with noise and blur.The 

important use of Wiener filter is to reduce the noise in the image by comparing it with the desired 

noise-free signal.It is A statistical-based method. The advantage of Wiener filtering in image denoising 

is that minimizing the mean square error is an effective work and can deal with the degradation 

function and noise; the disadvantage is that the reasonable estimation efficiency of the degradation 

function is low. 

(2) Non-linear filtering 

Non-linear filtering methods cannot be expressed by linear mathematical expressions. They are 

discontinuous and discontinuous. Typical techniques include morphological operations and histogram 

equalization. 

1) Morphological operation 

The morphological operation uses a small template of structural elements to detect the image. The 

structural elements are located in all possible positions of the image. The selected structural elements 

are compared with the corresponding pixel neighborhood. Erosion and dilation are two basic 

morphological operations, where erosion removes the boundary points smaller than the structural 

elements from the binary image, but at the same time reduces the size of the region of interest; the 

dilation operation usually uses structured elements to detect and expand the input image. shape. In 

compound operations, many morphological operations are a combination of erosion, expansion, and 

simple set theory operations, such as the addition of binary images.The opening operation first 

performs erosion, and then swells the results after erosion, and expansion is more destructive than 

erosion. Small; closed operation first performs expansion, and then erodes the result of the expansion. 

The closed operation is because it can fill the holes in the area while maintaining the size of the initial 

area. The advantage of morphological operation in image denoising is that it can detect lesions of 

various sizes and shapes, including complex shapes; the disadvantage is that the morphological 

operation relies on the concept of upper and lower limits. 

2) Histogram equalization 

Histogram equalization is a traditional method for removing background. As mentioned earlier, the 

dilation operation usually uses structured elements to detect and expand the shape of the input 

image.This method usually increases the overall contrast of the image, especially when the effective 

data of the image is represented by approximate contrast values, and the histogram is equalized. Use 

the image histogram to adjust the contrast.The intensity of the image can be better distributed on the 

histogram, allowing lower local contrast areas to obtain higher contrast.Histogram equalization 

achieves this by effectively dispersing the most frequent intensity values. For one thing, this method is 

useful in images where both the background and foreground are bright or both are dark. The advantages 

of histogram equalization in image denoising are simple and can enhance the contrast of the image; the 

disadvantage is that if there are gray values in the image that are physically far away from each other, 

this method will fail. 

2.2 DICOM Medical Image Standard 

(1) Overview of DICOM Standard 

Different storage methods and different operation interfaces of different manufacturers' equipment 

have brought some problems to the clinic. In order to solve this problem, scholars combined the 

relevant technical information used worldwide to formulate the DICOM standard, which provides two 

standards for medical imaging imaging technology standards and transmission communication 
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technology standards [17]. The standard almost covers today's mainstream information and 

communication protocols.It uses an object-oriented method to specify a complete set of commands for 

medical images from acquisition and analysis to report diagnosis.It has developed a unique DICOM 

file format for image files, identified unique identifiers, and provided The docking of the backbone 

Internet has greatly promoted the development of medical imaging with openness and interconnection, 

and laid the foundation of the remote consultation system [18-19]. 

(2) DICOM file format 

1) The basic structure of DICOM files 

The DICOM file format is a multi-layered file format based on the DICOM standard. It has a clear 

structure and clear data elements. Generally, it consists of two major structures: file header and data set 

[20]. The first layer of the file layer, the file layer contains all the basic information of the file in the 

DICOM file format, is a necessary content in the entire file, including the preface of the file and the 

general information header of the file. The file layer can perform the operation response to the most 

basic functions such as opening, closing, and browsing of files. It supports the browsing and viewing of 

file attributes and transmission paths, and the browsing and printing of file contents. It is an integral 

part of the entire file [21]. The second layer is the data set layer. As the name suggests, a data set is a 

collection of data elements [22]. The data set layer contains data sets composed of different module 

information. The information carried in these data sets reflects the image content well. The content of 

each information module can be operated on the data set layer. The third layer is the module layer. The 

module layer rearranges and combines file information in a class manner. Regrouping the information 

of the same category in different groups together helps to quickly retrieve the required content and 

facilitates the operation of the module in the data set. The fourth layer is the element layer. The element 

layer is the most basic layer of a DICOM file. Each element in the element layer is the smallest entity 

in the entire file format. 

2) Data elements of DICOM files 

Data element is the smallest entity unit in the entire DICOM file. It is mainly divided into four parts: 

label, data description, data length and data field. The tag of the data element is used to identify the 

type of the element, and it is the ID of the data element. Can be divided into standard data elements and 

private data elements by identification tags [23]. As the unique identification mark of the data element, 

the label can not be repeatedly defined and used. Data description is simply a string describing the type 

of data. The contents of the character string can clearly reflect the characteristics of the data element 

[24-25]. The data length is an even number to represent the number of bytes of information contained 

in the data element. When the number of bytes is odd, it is complemented by the "+1" algorithm. The 

data length specific indicates that the data field is worth the length. The value range represents the data 

conclusions obtained by the algorithm from all the content in the definition field of the data element, 

and reflects the actual value of the data element. The data can be calculated by the way of data 

elements. Countless data elements are brought together in a certain arrangement to form a data set. The 

data set and DICOM file header are combined to form a standard DICOM file. The DICOM standard 

stipulates that the data elements of the file are allowed to be customized, so that the DICOM file 

contains the necessary medical image information, as well as information on each step in the entire 

examination process with the patient, from the patient's personal information to the collection Data 

parameters can constitute data elements recorded in DICOM files. This enables a complete DICOM file 

to have complete medical information functions, avoiding the possibility of data inaccuracy and loss in 

the information interactive transmission of various systems. Using specific professional software to 

open the DICOM file, you can view the complete patient information.This design greatly facilitates the 

clinician to view the patient's related information during the consultation, and also facilitates the 

inspection technician to check the patient's previous medical history, reducing the risk of diagnosis and 

treatment. At the same time, the system only needs a simple data interface to achieve good 

compatibility. 

2.3 Cost-Sensitive Learning 

The traditional classification algorithms all aim at minimizing the classification error rate, and 

assume that the training data sets of various types are balanced, and the cost of misclassification is 

equal. It is not balanced and the cost of misclassification is also unequal. Traditional classification 

algorithms will get a lower classification error rate but this classification model is meaningless. 

Cost-sensitive learning assigns different costs to different misclassifications by introducing 
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cost-sensitive factors, so that traditional classification algorithms can meet the needs of medical image 

diagnosis to a certain extent. 

Cost-sensitive learning can be divided into two categories: 

(1) It operates at the data level, and operates the training set through the cost matrix and changes its 

distribution, so that the traditional classification algorithm is effective. , Oversampling, and resampling, 

but these methods have some disadvantages: 

1) Operating on the training set will lose some useful information. 

2) Prone to overfitting, 

3) The best classification model for a training dataset is usually unknown, 

4) In most cases, the extra learning cost of analyzing and processing the training data set is 

inevitable; 

(2) Operate the classification algorithm, keep the training data set unchanged, and design a 

cost-insensitive classification algorithm into a cost-sensitive classification algorithm by introducing a 

cost-sensitive factor, so-called cost-sensitive direct learning. For cost-sensitive direct learning, different 

misclassifications have different costs.When a positive error is classified as a negative class, a higher 

misclassification cost is assigned, and when a negative error is classified as a positive class, a lower 

misclassification cost is assigned. Strategies to solve the problem of uneven distribution of categories, 

thereby improving the recognition of positive categories. 

Through cost-sensitive direct learning, a clinically diagnosed MRI brain medical image with an 

uneven distribution of categories is used as a training set to build a classification model, and this 

classification model is used to classify MRI brain medical images into normal and abnormal (i.e., brain 

tumor patients) Two categories. 

When processing MRI brain medical images with uneven distribution of categories, the cost of 

misclassification is higher than the cost of correct classification, that is,    0,00,1 CC  and    1,11,0 CC  ; 

positive examples are more important than negative examples. Therefore, it is more costly to 

misclassify patients who are actually cancerous as normal than to be cancerous, which is that the CFN 

value is greater than the CFP value, or    0,11,0 CC  ; when MRI brain medical images are correctly 

predicted The cost of misclassification is 0, that is, CTN = CTP = 0 or     01,10,0 CC . Cost-sensitive 

learning attempts to minimize the error rate of high-cost samples and minimize the total cost of 

misclassification. Cost-sensitive classification algorithms will consider the cost matrix when building a 

classification model and generate the classification model with the lowest misclassification cost. 

Given the misclassification cost matrix, an instance should be predicted as the one with the lowest 

expected cost, that is, the principle of the lowest expected cost is followed. The expected cost  xiR of 

classifying the prediction sample X into the i  class is defined as: 

     xjPjiCxiR
j ,                         (1) 

According to the principle of minimum expected cost, a cost-sensitive classifier to classify MRI 

brain medical images as positive needs to satisfy the following formula: 

             xPCCxPCC 11,11,000,00,1                     (2) 

When the MRI brain image is correctly predicted, its misclassification cost is zero, and the above 

formula can be transformed into the following formula: 

       xPCxPC 11,000,1                            (3) 

2.4 Cost-Sensitive Probabilistic Neural Networks with Imbalanced Class Distribution of Brain 

Images 

(1) Classification performance evaluation based on imbalanced category distribution 

The evaluation index plays a crucial role in classifier performance evaluation and guidance of 

classifier modeling. The cost-insensitive classification algorithm is designed based on maximizing 

classification accuracy. At this time, accuracy is the most commonly used performance evaluation 

index. However, for the classification of brain medical images with unevenly distributed categories, the 
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classification accuracy is no longer suitable as an evaluation criterion, because the number of negative 

samples in the training samples of MRI brain medical images is much larger than the number of 

positive samples. At this time, the classifier will give more weight to the negative class for accuracy, 

and the positive class will have less influence on the accuracy than the negative class. For example, the 

samples of the positive category account for 1% of the training sample set, and the samples of the 

negative category account for 99% of the training sample set. Using the sample set with uneven 

distribution in this category to build a classification model, the accuracy of the classifier can reach 99%. 

However, this performance evaluation is not suitable for brain medical image diagnosis, because we 

pay more attention to the recognition rate of positive classes. The classification model is constructed 

using MRI medical images of imbalanced category distribution as the training set.The receiver 

operation characteristic curve, AUC, F-measure, G-mean and other indicators are used to evaluate the 

performance of the classifier.These indicators are based on the confusion matrix. Assessed. 

(2) Cost-sensitive probability neural network 

In this paper, by introducing a cost-sensitive mechanism, a traditional cost-insensitive probability 

neural network based on density function kernel estimation is designed as a cost-sensitive probabilistic 

neural network, which solves the problems of uneven class distribution and misclassification cost in 

MRI brain medical images. In this paper, clinically diagnosed MRI brain medical images with uneven 

distribution of categories are used as a training set, and a cost-sensitive probabilistic neural network 

proposed in this paper is used to build a classification model for this training set. The classification 

model is used to classify MRI brains of unknown categories Medical images are classified into normal 

(that is, healthy) or abnormal (that is, suffering from cancer), so as to minimize the total 

misclassification cost and improve the generalization ability of the classification model while ensuring 

a certain classification accuracy. 

(3) Network model of cost-sensitive probabilistic neural network 

The cost-sensitive probabilistic neural network CS-PNN is based on the theory of minimum risk 

Bayesian decision and the mixed Gaussian density function in Parzen window method. , Gaussian 

mixture layer, cost mechanism introduction layer and output layer. The functions of each layer are as 

follows. 

1) Input layer 

The test sample  721, xxxX  is the feature vector selected by the PCA from the wavelet 

coefficients, that is, the dimension of the input sample is 7, so the input layer is composed of 7 neurons. 

Incoming network. The function of the input layer of the CS-PNN is the same as that of the input layer 

of the probability neural network based on the density function kernel estimation.The input and output 

of the i neuron in the input layer are iX and iY , respectively. 

   72,1,,,,,,,, 7654321  kXYIxxxxxxxX kk                   (4) 

2) Mode layer 

The number of neurons in the model layer is equal to 188, because 188 clinically diagnosed MRI 

brain medical images are used as training samples, of which 180 are MRI brain medical images of 

healthy people and 8 are MRI brain tumor images. Each neuron in the pattern layer corresponds to an 

MRI brain image in a training sample and is used to receive a feature vector selected by the PCA from 

the wavelet coefficients, because the feature vector represents the original MRI brain image. The 

function of the pattern layer is to calculate the distance between the feature vector of the test sample 

and each training sample in the training set.The feature vector here refers to the feature vector selected 

by PCA from the wavelet coefficients, which reflects the MRI brain image of the test sample and the 

training set. The matching degree or similarity of each MRI brain image, and then the non-linear 

mapping of the distance is performed by the normalized Gaussian kernel function to obtain the output

iYM of the pattern layer. 
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3) Gaussian mixing layer 

The number of neurons in the Gaussian mixture layer is equal to the number of categories, that is, 

equal to two, and it is connected to the mode layer through the mixed Gaussian density function. The 
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function of the Gaussian mixture layer is to calculate the probability density function  xgi of the test 

sample  721, xxxX  under various conditions. 

    2,
1

  
ixpYHxg ij

G

j ijiji

i                          (6) 

4) Cost mechanism introduction layer 

The number of neurons in the cost mechanism introduction layer is equal to the number of 

categories in the training set.Because there are two types of MRI brain medical images, that is, normal 

or abnormal (negative or positive), the number of neurons in the cost mechanism introduction layer is 2, 

each Each neuron corresponds to a category. In the diagnosis of brain medical images, because 

different misclassifications will cause different degrees of loss, it is better to expand some total error 

rates and reduce the total loss. The expected loss  xR N of the test sample  721, xxxX  under the 

condition of the cost function is defined as: 

       iiiN

c

iN pxgCostxR   1
                     (7) 

5) Output layer 

The number of neurons in the output layer is 1. The output layer is also called the decision layer. It 

has a decision function. It uses the minimum risk Bayesian decision as the theoretical basis to make a 

decision on the category to which the test sample  721, xxxX  belongs. 

    2,minarg  NxRXClass N                       (8) 

3. Experiments 

3.1 Automatic Segmentation Experiments of Brain Images 

The pulse coupled neural network and Markov random field model were used to segment MRI 

brain medical images of 40 patients with tumors. The segmented MRI brain medical images were used 

in the process of identifying the region of interest (TheRegionOfInterest, ROI). C-ROI, P-ROI and 

N-ROI for performance evaluation, where C-ROI indicates that the ROI in the MRI brain medical 

image was correctly identified by PCNN and MRF, and P-ROI indicates that part of the ROI in the 

MRI brain medical image was identified by the PCNN and MRF identified it, and N-ROI indicates that 

no ROI in the MRI brain medical image was correctly identified by PCNN and MRF. 

3.2 Experimental Design 

(1) Experimental environment 

The environment configuration of this paper is shown in Table 1. The SQL Server database is used 

to store the wavelet coefficients extracted from MRI brain medical images by DWT and the PCA 

feature vector after wavelet coefficient reduction. 

Table 1: Configuration of experimental environment 

Type Configure 

CPU AMD FX(tm)-8150Eight-Core Processor 

Internal storage 16G 

Operating system  Windows 10 

Disc  1T 

Data base SQL Server 

Matlab 3.5 

(2) Experimental data set 

Using 240 MRI brain medical images as the experimental data set, 200 of which are normal and 40 

abnormal (brain tumor patients), these datasets are composed of axial, T2-weighted, 256 * 256 pixels 

MRI brain medical images, From the TCIA Cancer Medical Image Management Website. The 

experiment uses a ten-fold cross-validation method.Each experiment randomly selects 180 samples 

from 200 normal samples, and at the same time randomly selects 18 samples from the 40 abnormal 

samples as the training set, and the remaining 22 samples as the test set. To verify the performance of 
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the classification model constructed by cost-sensitive probabilistic neural networks on these 

imbalanced datasets. 

(3) Misclassification cost setting 

In the experiment, when the correct prediction is made, the cost of misclassification is 0, that is, 

Cost (0,0) = Cost (1,1) = 0; the actual misdiagnosis of patients with cancer is normal than the normal 

misnomer. Dividing into cancer has a higher cost, that is, Cost (0,1)> Cost (1,0). However, the specific 

values of Cost (01) and Cost (10) cannot be obtained from the data set of this experiment. Therefore, 

the value of Cost (10) is fixed to be equal to 1 in the experiment, and the value of Cost (01) is changed 

by changing the value. The misclassification cost function is defined as: 
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The cost matrix applied to the experiment is shown in Table 2. 

Table 2: Misclassification cost matrix for brain image diagnosis 

 Cost(0,0) Cost(0,1)  Cost(1,0) Cost(1,1) 

0 0 0 0 0 

1 0 1 1 0 

2 0 2 1 0 

3 0 3 1 0 

4 0 4 1 0 

5 0 5 1 0 

6 0 6 1 0 

As can be seen from Table 2, when Cost (0,0) = Cost (1,1) = Cost (0,1) = Cost (1,0) = 0, it means 

that the cost of misclassification is not considered, that is, the CS-PNN is degraded to ME-PNN; in the 

case of 0-1 cost function, that is, Cost (0,0) = Cost (1,1) = 0 and Cost (0,1) = Cost (1,0) = 1, at this time 

The decision result of CS-PNN is the same as the decision result of ME-PNN. CS-PNN also 

degenerates to ME-PNN. 

4. Discussion 

4.1 MRI Brain Image Segmentation Based on PCNN 

PCNN based on biological model is a single-layer neural network, which can realize MRI brain 

medical image segmentation without training. When PCNN performs segmentation processing on MRI 

brain medical images, the number of neurons is equal to the number of pixels of the input MRI brain 

medical images.Each pixel in the image is connected to a unique neuron, and each neuron passes The 

radius of the connection domain is connected to surrounding neurons. The effect of before and after 

segmentation processing of MRI brain medical images using pulse coupled neural network PCNN is 

shown in Figure 1. 

   
(a) Before processing         (b) After treatment 

Figure 1: Effect map of MRI brain medical image before and after segmentation by PCNN 

From Figure 1, we can see the effect of before and after segmentation processing of MRI brain 



International Journal of Frontiers in Engineering Technology 

ISSN 2706-655X Vol.3, Issue 6: 53-66, DOI: 10.25236/IJFET.2021.030606 

Published by Francis Academic Press, UK 

-62- 

medical images using the pulse coupled neural network PCNN. In the case of selecting PCNN 

parameters, it is also important to determine the optimal number of iterations for the segmentation 

processing of MRI brain medical images by PCNN, because the number of iterations will directly 

affect the processing speed and segmentation effect of PCNN. In this paper, the maximum information 

entropy criterion is used to determine the optimal number of iterations for segmentation, so as to 

achieve the purpose of automatic segmentation. The specific method is to calculate the information 

entropy of the segmented image output at each iteration under the condition of setting the number of 

iterations N. The segmented image with the maximum information entropy in N iterations is the one 

with the best selection under the selected parameter model. The number of iterations is the optimal 

number of iterations for the segmented image of the segmentation effect. Through a large number of 

experiments, it was found that when the PCNN performs MRI brain medical image segmentation, the 

image can obtain the maximum information entropy within 15 iterations, and segment the image to 

achieve the best results, so in this article, the number of iterations N = 15, which reduces At the same 

time, the processing speed of the PCNN is increased. 

4.2 Experimental Results and Analysis 

(1) Classification performance analysis 

This paper uses cost-sensitive probabilistic neural networks, Bayesian decision rules based on 

minimum error rate, probabilistic neural networks, cost-sensitive decision trees, and cost-sensitive BP 

neural networks to classify MRI brain medical image data sets with uneven class distribution. The 

classification cost matrix is shown in Table 3. 

Table 3: Misclassification cost matrix 

 It actually negative Is actually positive  

The prediction is negative  Cost(0,0) Cost(0,1) 

The prediction is positive  Cost(1,0) Cost(1,1) 

As can be seen in Table 3, 0 indicates negative, 1 indicates positive, and Cost () indicates the 

misclassification cost of predicting the MRI brain medical images that actually belong to the class as 

class i. In the diagnosis of brain medical images, when the correct prediction is made, the cost of 

misclassification is 0, that is, Cost (0,0) = Cost (1,1) = 0; the patients who actually have cancer are 

mistakenly divided into normal ratios. Actually, the normal misclassification of cancer has a higher cost, 

so Cost (0,1)> Cost (1,0). In the misclassified cost matrix, the cost function Cost (0,0) = Cost (1,1) = 0. 

When the cost function Cost (0,1) = Cost (1,0) = 0, it indicates that the negative error is classified as 

The cost of categorizing masculine and feminine errors into negatives is zero.At this time, CS-PNN is a 

probabilistic neural network based on the Bayesian decision rule with the minimum error rate; When N 

= 123, it means that the cost of negative misclassification is equal to the cost of negative 

misclassification, that is, in the case of a 0-N cost function, the decision result of the cost-sensitive 

probability neural network is based on the minimum error rate. The decision result of the probabilistic 

neural network based on the decision rule of CS, at this time CS-PNN is equivalent to ME-PNN. 

Therefore, the cost-sensitive probabilistic neural network proposed in this paper has stronger 

generalization ability than traditional probabilistic neural networks. 

The classification performance of CS-PNN and ME-PNN is shown in Figure 2. 

 

Figure 2: Classification performance of CS-PNN and ME-PNN  
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It can be seen from Figure 2 that when the cost of misclassification is zero, the correct classification 

accuracy of ME-PNN for positives is zero, that is, the sensitivity of positives is 0; when Cost (0, 1) ≥ 3, 

CS-PNN can obtain the best The recall rate of = 1 is much higher than the recall rate of ME-PNN. As 

the cost of misclassification of positives and negatives continues to increase, the classification accuracy 

rate of CS-PNN continues to increase. When Cost (0,1) = 4, the best classification performance reaches 

97%. F-measure and G-means continue to increase as the cost of positive misclassifications of negative 

misclassifications changes. When Cost (0,1) = 2, G-means quickly reaches the optimal value of 0.93. 

When Cost (0,1 ) ≥4, F-measure, G-means, and accuracy no longer change and reach their peaks. 

(2) Analysis of positive sensitivity 

The clinically diagnosed 188 cases of MRI brain medical images with unevenly distributed 

categories are used as a training set. A cost-sensitive probabilistic neural network is used to build a 

classification model for this training set. The classification model is used to classify MRI brain medical 

images of unknown categories as Normal (ie healthy) or abnormal (ie cancer). The sensitivity of 

CS-PNN, CS-BPNN and CS-Tree to positive is shown in Figure 3. 

 

Figure 3: Analysis of cs-pnn, cs-bpnn and CS tree for positive sensitivity 

As can be seen from Figure 3, as the cost of misclassification of positive misclassifications into 

negatives continues to increase, CS-PNN is particularly sensitive to positives and can quickly reach the 

optimal state of positive sensitivity1; CS-Tree is less costly for misclassification Sensitivity, its positive 

sensitivity will no longer change when it reaches a certain state; CS-BPNN changes slowly to positive 

sensitivity and cannot reach the optimal state quickly. 

(3) Analysis of the average result of cross-validation of 10% off the modeling time 

The average result of ten-fold cross-validation of modeling time is shown in Figure 4. 

 

Figure 4: Comparative analysis of modeling time of cs-pnn, cs-bpnn and CS tree 
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From Figure 4, it can be seen that the modeling time of CS-PNN is about 1/4 of CS-Tree, and the 

modeling time of CS-PNN is about 1/22 of CS-BPNN. related. For computer-aided diagnosis system, 

modeling time is extremely important, so it must meet the real-time requirements. Among the three 

cost-sensitive algorithms, CS-PNN, CS-BPNN and CS-Tree, the real-time performance of CS-PNN is 

better. 

(4) System accuracy analysis 

When Cost (0,1) = 4, the ROC curves of CS-PNN, CS-BPNN and CS-Tree are shown in Figure 5. 

 

Figure 5: ROC curv 

As can be seen from Figure 5, the area under the ROC curve corresponding to CS-PNN is larger 

than the area under the ROC curve corresponding to CS-BPNN and CS-Tree, where the AUC of 

CS-PNN = 0.98, so the medical image-based category developed in this paper The unevenly distributed 

brain disease diagnosis system has high accuracy. 

5. Conclusions 

Brain medical image diagnosis has the characteristics of uneven class distribution and 

misclassification costs.Traditional classification algorithms have poor classification results and are easy 

to be insensitive to positive classes. As a result, it is difficult for the auxiliary diagnosis system for 

brain diseases to have high accuracy. And the generalization ability is weak. Aiming at the 

shortcomings of traditional classification algorithms, this paper introduces a cost-sensitive mechanism 

to design a traditional cost-insensitive probability neural network based on density function kernel 

estimation into a cost-sensitive probabilistic neural network CS-PNN to solve MRI brain medical 

images. Classes are unevenly distributed and misclassified at different costs. 

The cost-sensitive probabilistic neural network CS-PNN proposed in this paper constructs a 

classification model for this training set, and uses this classification model to classify MRI brain 

medical images of unknown categories into normal (ie, healthy) or abnormal (ie, cancer). Through 

experimental verification, it can be seen that the cost-sensitive probabilistic neural network algorithm 

proposed in this paper reduces the total misclassification cost while ensuring classification accuracy, 

and has stronger generalization ability than traditional classification algorithms. 

This paper implements two modules of constructing classification model and performance 

evaluation in CIBMICAD auxiliary diagnosis system. Based on the imbalanced MRI brain medical 

image data set, the classification performance evaluation indicators with imbalanced class distribution 

and the use of cost-sensitive BP neural network and cost-sensitive decision tree are compared with 

price-sensitive probabilistic neural network to verify the proposed in this paper. The effectiveness of 

cost-sensitive probabilistic neural network CS-PNN algorithm. 
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