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Abstract: At present, the detection of instances in traffic scenes based on deep learning is mainly divided into two mainstream directions: object detection and semantic segmentation. Among them, object detection realizes the specific location of a single object in the road scene, and semantic segmentation realizes the pixel level classification of objects and background categories in the road scene. However, when pedestrian and other objects have occlusion problems, semantic segmentation is difficult to directly separate a single instance, and the anchor frame generated by object detection contains redundant information. To solve this problem, this paper proposes a method combining target detection and semantic segmentation. This method first uses YOLOv5 model to complete the target detection, and detects people, vehicles and other objects in the captured traffic scene image. At the same time, the improved DeepLabv3+ network model is used to capture the semantic and regional information of roads in the captured traffic scene image. Finally, the prediction results of the output of the two task branches are drawn in the image to be detected, and finally the drawing results are combined and output uniformly. This method can effectively distinguish different people, vehicles, roads and other information in the traffic scene, "complement each other" to understand the driverless road scene, and improve the detection accuracy. The experimental results show that the average mAP of this method is 79.11%, and the segmentation accuracy is high, which is suitable for the unmanned driving scene on real urban roads.
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1. Introduction

Scene understanding based on visual images[1] is a basic and common technology in the field of computer vision. This technology provides sufficient visual clues and analytical information for the unmanned vehicle perception module to realize the perception and understanding of the surrounding road environment. Target detection and semantic segmentation are the only way to realize the understanding of the road scene at the instance level and pixel level[2].

Among them, target detection includes two stages: classification and positioning. First, it determines whether there are target instances such as pedestrians and vehicles in the image, and then uses the detected anchor frame to determine the specific position of the target in the scene to distinguish different instances of the same category, so as to ensure the stable operation of perception modules such as obstacle detection and multi-target tracking. Semantic segmentation assigns a clear semantic category label to pixels in the image to realize pixel and positioning, which can be used for fine segmentation of the road, sidewalk, background environment and other stationary background categories with no fixed shape, so as to extract the driving area, so as to regulate the safe driving of vehicles within the road range. It can be seen that accurate, stable and real-time target detection and semantic segmentation road scene understanding are the guarantee for the safe operation of unmanned driving system and have important research significance[3].

For detection of different instances in traffic scenes (including but not limited to pedestrians, vehicles, etc.), traditional machine learning object detection algorithm or deep learning-based object detection algorithm can be generally used. The traditional machine learning object detection algorithm is based on feature extraction. The general process is as follows: on the image to be detected, candidate boxes of different sizes are set by means of sliding window, and feature extraction methods such as HAAR[4], HOG[5] and DPM[6] are used to send the features extracted from the candidate areas into
classifiers such as SVM\[7\] for classification and judgment. In the process of classification determination, if single-category detection only needs to distinguish whether the objects contained in the current candidate boxes are background or targets, and multiple categories inevitably produce overlapping candidate boxes, in this case, the non-maximum suppression of NMS\[8\] is required to combine the candidate boxes, remove redundant candidate boxes, calculate candidate boxes of each category, and finally complete the target detection.

Some shortcomings can be seen from the traditional target detection algorithm process: firstly, the features designed by hand generally acquire the bottom and middle features, and the expression ability is relatively poor, not good robustness to the change of diversity, and the region selection strategy based on the sliding window is not targeted, and the detection results are unsatisfactory.

With the rapid development of deep learning in recent years, the object detection algorithm based on convolutional neural network\[9\] has also made great breakthroughs. Compared with the traditional machine learning object detection algorithm, the most important thing is that the detection accuracy has been greatly improved, which benefits from the powerful deep-level feature extraction ability. Object detection algorithms based on deep learning can be mainly divided into two categories: one is R-CNN\[10\], Fast-RCNN\[11\] and other typical two-stage recognition algorithms. Based on feature extraction, such algorithms first generate a large number of candidate regions by independent network branches, and then conduct classification and regression. Another type of algorithm is typical one-stage recognition algorithm such as SSD\[12\] and YOLO\[13\], which carries out classification and regression at the same time when generating candidate areas. The advantages of the two-stage recognition algorithm are mainly reflected in scalability and high accuracy, while the one-stage recognition algorithm is faster and more suitable for target detection requiring real-time detection. The YOLOv5 model belonging to the one-stage recognition algorithm takes into account high detection accuracy on the basis of ensuring real-time target detection. Therefore, considering the real-time performance of the final algorithm, YOLOv5 is selected as the algorithm of target detection in this paper.

Traffic scenes in the real society are complex, including roadway, sidewalk, zebra crossing, etc. Some areas are traffic sections, while others are pedestrian sections. In this case, it is necessary to determine whether the traffic instances in the detected scene will obstruct the traffic\[14\], so it is a very challenging task.

In order to divide each traffic instance, this paper uses semantic segmentation algorithm. Semantic segmentation is the classification at the pixel level to determine whether a certain pixel in an image is in a certain object class, so semantic segmentation is to understand the image from the pixel level. Before deep learning is applied to the field of computer vision, researchers generally use Texton Forest or Random Forest method to build classifiers for semantic segmentation. In 2014, the FCN\[15\] proposed by Long et al. was the first to use CNN\[16\] network for semantic segmentation. This network changed the last full connection layer of AlexNet network for target recognition into convolutional layer, used deconvolution layer for up-sampling, and proposed skip connection to improve up-sampling. Compared with the traditional image segmentation method using region feature extraction, the performance is significantly improved. Subsequently, a series of excellent semantic segmentation models emerged one after another, such as SegNet\[17\], PSPNet\[18\], DeepLabv3+\[19\] and so on. In this paper, the semantic segmentation model DeepLabv3+ with high precision is used.

2. YOLOv5 target detection network

The YOLOv5 model has the characteristics of fast identification speed and high detection accuracy. However, in order to realize proprietary detection for different targets in traffic scenarios and further improve the accuracy of target detection, further parameter adjustment of the network structure of the YOLOv5 model is required.

The image reasoning speed of YOLOv5(You Only Look Once) can reach 0.007s at the fastest, that is, it can process 140 frames per second, which can meet the requirements of real-time image detection when the computing power is sufficient. Meanwhile, the structure of YOLO series is smaller than that of previous generations. The weight data file of YOLOv5s is 1/9 of YOLOv4 version. Compared with previous generations of YOLO models, it is lighter and more suitable for transplantation and deployment on hardware platforms, so it has a better prospect of industrial landing.

Figure 1 shows the brief forward propagation process of the YOLOv5 model. It can be seen from the figure that the entire YOLOv5 model is composed of four parts: input end, BackBone benchmark
network, Neck network and output end. The central idea is to divide the image to be detected into $N \times N$ pixel blocks, and then predict the object category of each pixel block separately. Bounding box information and class owning probability information of fixed trees are output, and directly classified and returned after feature extraction. The whole process requires only one stage, with higher detection speed compared with the two-stage target detection algorithm.

The backbone network in YOLOv5 model is CSPDarknet-53, which has strong feature extraction ability. The neck stem is designed to better extract the features in the backbone network and make reasonable use of the feature map at different stages of processing. By means of FPN+PAN, Spatial Pyramid Pooling [20] (SPP), upper/lower sampling branch composition, the feature map is integrated by splicing, point sum or dot product. The Head part of the classification network is responsible for detecting the position and category of the target by extracting the feature map. The Head part contains the prediction results of F1, F2 and F3 output feature maps, and calculates the category probability confidence for different results to complete the classification of objects and output the prediction result map.

![Figure 1: Brief network structure diagram of YOLOv5](image)

3. Image semantic segmentation network

Semantic segmentation is a basic task in computer vision. Compared with object detection, semantic segmentation is a more sophisticated work, which is pixel-level classification. DeepLabv3+ builds on DeepLabv3, the flagship semantic segmentation network.

3.1 DeepLabv3+ Semantic Segmentation Network overview

Semantic segmentation DeepLabv3+ model for encoding - decoding structure. The encoding module in the DeepLabv3+ model in the original paper uses Xception (the lighter MobileNetV2 is used in this paper) as a classification network for feature extraction, and then connects with the ASPP module for extracting and fusing multi-scale features of the image. The decoding module fuses the encoding module feature graph with the improved Xception intermediate feature graph, and then upsamples to get the segmentation result. Among them, the Xception model of the backbone network uses depth-separable convolution to increase the network width, which not only improves the classification accuracy, but also enhances the network's learning ability for advanced semantic features.

After the image is collected by the classification network, the feature map with the size of 1/16 of the original image is obtained. Then, the feature map with the size of 1/16 of the original image is entered into the global pyramid pool ASPP module. In this module, four parallel hollow convolution with different convolution kernel sizes are used for feature extraction to obtain four feature maps with different sensitivity fields. The fusion of these feature maps makes the feature maps output by the network part of the coding module have multi-scale image semantic information. The advantage of this kind of network is that it can effectively distinguish and learn high-level semantic information from low-level semantic information, so that the model has stronger feature learning ability. However, the disadvantage is that multiple downsampling and unsynchronously long convolution calculation will lead to the loss of object boundary information, which will lead to rough object boundary and low precision in the final output result.

As shown in Figure 2, the deep separable convolutional network MobileNetV2 is used in this paper to replace Xception as the backbone network, which can effectively improve the image boundary information lost due to downsampling.
3.2 Comparison of Xception and MobileNetv2 network architecture

Figure 3 shows the structure of the Xception network, and you can see that the Xception network uses a depth separable convolution of step 2 to replace the maximum pooling layer where the original downsampling is done. Deep separable convolution deconvolution of standard convolution into depth-wise convolution and pointwise convolution effectively reduces the amount of computation and parameters of models.

Figure 4 shows the structure diagram of MobileNetV2 network, which is a lightweight convolutional neural network based on the improved MobileNetV1 network. Its biggest feature is that deep separable convolution is used to reduce the number of parameters and the amount of computation, so as to accelerate the calculation and improve the performance of the network. Compared with MobileNetV1, MobileNetV2 adds a 1×1 expansion layer before the depth separable convolution to increase the number of channels to obtain more features. At the end, no ReLU transformation is used to directly output the convolution result linearly.
The core of Xception network and MobileNetV2 network both use deep separable convolution to improve the running speed. The difference is that Xception uses deep separable convolution and increases the number of network parameters to compare the results, so as to investigate the effectiveness of network structure for optimization. The MobileNetV2 network uses deep separable convolution for compression and speed, not for performance but for speed. In Xception, ReLU transform after depth-separable convolution will lead to information loss, resulting in loss of high semantic features in the learning process, while in MobileNetV2, ReLU transform after depth-separable convolution is cancelled to prevent feature destruction.

To sum up, MobileNetV2 has a relatively shallow network structure, and the effect of the model in the learning process is better than Xception. Therefore, compared with Xception, MobileNetV2 can have faster reasoning speed and calculation speed theoretically.

3.3 Mask R-CNN instance splits the network

In general, object segmentation refers to semantic segmentation, while instance segmentation is a small field independent from the object segmentation field. Compared with semantic segmentation, instance segmentation is more complex. On the basis of semantic segmentation, it needs to carry out more detailed segmentation of similar objects, that is, to count the segmented objects in class order.

Mask R-CNN [21] is a very flexible framework, which can complete different tasks by adding different branches, such as target segmentation, target detection, instance segmentation, etc., and has a high accuracy of instance segmentation. Therefore, Mask R-CNN was selected as the instance segmentation model in this paper to conduct a comparative experiment with the joint model YOLOv5-DeepLabv3+.

Instance segmentation is a very challenging task, which consists of two independent functions: object detection and instance segmentation. In 2017, He et al. changed the backbone network to ResNet-101-FPN based on the Faster R-CNN algorithm. By combining the multi-task loss with the split branch loss, classification and boundary box regression loss, On the basis of target classification and border regression, a Region of interest pooling (RoI) layer is added to predict the segmentation of Mask network branches, so as to realize real-time target detection and instance segmentation. Due to ROi-pooled integer quantization, the feature map region and the original image region do not align, resulting in a bias when predicting pixel-level masks. In order to solve the error problem caused by the rounding operation of the feature map scale in the process of scaling such as downsampling and ROI-pooling layer, He et al. proposed the ROI-align layer instead of the RoI pooling layer, and used
bilinear difference to fill non-integer positions to achieve pixel-level alignment, in order to improve the accuracy of target detection branches. Figure 5 shows the overall processing flow of Mask R-CNN.

**Figure 5: The overall processing flow of Mask R-CNN**

### 4. Experimental setup and result analysis

#### 4.1 Dataset introduction

Due to the heavy workload of semantic segmentation and annotation in real road surveillance video scenes, it is difficult to carry out mass image annotation in this paper. Therefore, the data set used in this paper is cityscapes dataset, which is a commonly used semantic segmentation dataset, including 50 European cities with 5000 finely annotated images. There are 2975 training sets, 500 verification sets (training set: verification set ≈6:1), and 1525 test sets. There are 19 categories in the Cityscapes dataset. This paper selects this data set for semantic segmentation training, then uses scripts to process the data set, and generates a new target detection data set based on the annotation of semantic segmentation. The volume is the same as that of the semantic segmentation data set, but the difference is that the data set for target detection contains 10 categories such as car and traffic sign.

#### 4.2 Network training

The running environment of this experiment was as follows: CPU was AMD Ryzen 5 3600, GPU was GeForce GTX 2060, memory was 6G, operating system was windows10, CUDA version 11.1, development language was python, and deep learning framework was pytorch.

**Figure 6: Subsamples during training**

The training results on the COCO dataset initialized the network parameters of YOLOv5. The SGD optimization algorithm was adopted for parameter training, and the parameters were set as follows: BatchSize is 2; The maximum number of iterations is 300 epochs. Momentum factor was 0.937;
Weight attenuation coefficient is 0.0005; Cosine annealing strategy was adopted to dynamically adjust the learning rate, and the initial learning rate was 0.0015. GIOU Loss is used as the loss function. The size of the input picture is 2048*2048, and four pictures are trained at the same time. In the training process, operations such as scaling, cropping and splicing are carried out randomly, as shown in Figure 6.

As the number of iterations increases in the training process, various values change as shown in the figure 7. The meanings of each value in the figure are as follows: GIoU: When the value is close to 0, the precision of the regression frame is high; Objectness: When the value is close to 0, the target detection accuracy is high. Classification: When the value is close to 0, the classification accuracy is high. Precision: Precision refers to the ratio between the number of correct targets detected and the total number of targets. The closer it is to 1, the more accurate it is. Recall: The ratio between the number of correct objects detected and the total number of objects to be marked. The closer it is to 1, the more accurate it is. mAP@0.5 and mAP@0.5:0.95: AP refers to the area enclosed after drawing with Precision and Recall as the two axes. The closer it is to 1, the more accurate it will be. The corresponding relationship between the final training result parameters and the epoch is shown in Figure 8.
4.3 Analysis of experimental results

The joint model YOLOv5-DeepLabv3+ model was used to test cityscapes verification set, and the test results were shown in Figure 9. From left to right are the input image, the target detection result, the semantic segmentation result and the prediction result after the combination of target detection and semantic segmentation.

The average mAP of the model prediction results obtained after training is 79.11%, and the average detection speed of real-time video stream is 6.7fps/s, which basically meets the accuracy requirements and speed requirements of object detection in real traffic scenes. Mask R-CNN and the joint model YOLOv5-DeepLabv3+ were respectively predicted on the COCO dataset and cityscapes dataset. The prediction results are shown in Table 1 and Table 2. It can be seen that, Compared with Mask R-CNN, the joint model has higher detection accuracy and accuracy in COCO data set, and the detection speed of Mask R-CNN model is difficult to meet the real-time requirements.

<table>
<thead>
<tr>
<th>Model</th>
<th>mAP</th>
<th>mIoU</th>
<th>fps(frame/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask R-CNN</td>
<td>39.80%</td>
<td>50.12%</td>
<td>7.9</td>
</tr>
<tr>
<td>YOLOv5-DeepLabv3+</td>
<td>43.50%</td>
<td>56.46%</td>
<td>13.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model</th>
<th>mAP</th>
<th>mIoU</th>
<th>fps(frame/s)</th>
<th>Target correct detection rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mask R-CNN</td>
<td>69.80%</td>
<td>79.67%</td>
<td>8.6</td>
<td>85.96%</td>
</tr>
<tr>
<td>YOLOv5-DeepLabv3+</td>
<td>79.11%</td>
<td>88.65%</td>
<td>15.1</td>
<td>94.21%</td>
</tr>
</tbody>
</table>

As can be seen from the above table, compared with Mask R-CNN, the joint model is more suitable for computer vision tasks in real traffic scenes, which can better detect and separate the target. Meanwhile, the processing speed is faster, and it is more suitable for hardware deployment.

5. Conclusion

For the complex scenes that unmanned driving needs to face, a single classification task has its own advantages and disadvantages, whether it is target detection and semantic segmentation, which is difficult to meet the requirements of autonomous driving vision. In this paper, the advantages of target detection algorithm and semantic segmentation algorithm are combined, and the two algorithms are integrated. By using the YOLOv5 to identify the categories and positions of various traffic facts such as pedestrians and vehicles in the image, and using the improved DeepLabv3+ network, the pixels in the scene are divided into different categories such as lanes, sidewalks and backgrounds. Finally, the two parts of information are integrated to determine the specific instances of people, cars and roads in the real traffic scene more accurately. Experiments show that the average monitoring accuracy of this
method is 79.11%, and the real-time video stream detection speed is fps, which basically meets the detection requirements in real road scenes. However, it is not practical for this method to be applied in real driverless scenes. The real-time frame rate is difficult to break through due to the limitation of computing power. At the same time, there are certain differences between cityspaces data set and images collected on real roads, resulting in unsatisfactory segmentation effect of some instances. The next research work of this paper will focus on improving the real-time detection ability of the model and constructing semantic segmentation data set based on real traffic scenes.
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