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Abstract: We used the deep learning architecture designed by ourselves to identify the logo, with good 
effect and accuracy. Our architecture uses four convolutional neural network architectures, two 
pooling structures and two fully connected neural network architecture.The characteristic of our 
architecture is that it is relatively simple. We can use the limited things we learn to create a program 
that meets our requirements.The results of the test were relatively successful. The logo recognition 
accuracy for our own data set can reach 95.83%. 
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1. Introduction 
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2. Neutral network architecture 

Figure 1: Convolutional layer 
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2.1. Convolutional layer 

2.2. The Rectified Linear Units Layer (ReLU layer) 

2.3. Pooling layer 

2.4. Fully connected layer 

3. Optimizing 
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3.1. Data set description: 

The samples, the brand logo, encompass the Nike, Adidas, Li-Ning, 361, Fila and Jordan. There are 
3935 picture for each brand logo we study, and the total amounts of picture are up to 23620. The data 
were found using python crawler and were downloaded to the database. Then, we refine the database 
by manually delete the unrelated or vague pictures of the logo presented in the database. (Table 1) 

Table 1: Brand logo samples. 

Brand logo 
name 

Sample1 Sample2 Sample3 Sample4 Sample5 

Nike 

     

Adidas 

 
   

 

Li-ning 

  
   

361 

  
   

Fila 

 
   

 

Jordan 

     

3.2. Data’s alternation and transcript: 

Table 2: The one-hot encoding for each brand. 

Brand name Label One-hot encoding 
Nike 0 [1, 0, 0, 0, 0, 0] 

Adidas 1 [0, 1, 0, 0, 0, 0] 
Li-ning 2 [0, 0, 1, 0, 0, 0] 

361 3 [0, 0, 0, 1, 0, 0] 
Fila 4 [0, 0, 0, 0, 1, 0] 

Jordan 5 [0, 0, 0, 0, 0, 1] 
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4. The results of experiment 

Table 3: Top 15 results of experiment 

5. Conclusion 
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