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Abstract: The purpose of image compression is to reduce the number of bits required to represent data 
by removing data redundancy. Due to the large amount of image data, it is very difficult to store, 
transmit, and process, so the compression of image data becomes very important. This article 
introduced several lossless compression approaches such as Huffman, Fano, Run Length, Arithmetic, 
and LZW (Lempel–Ziv–Welch) Coding. The approach which can achieve compact code is regarded as 
closing to the best solution. 
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1. Introduction 

The purpose of image compression is to maintain the continuity of original sampling, so that a high 
bit rate image can become a compressed image with high fidelity [1]. High fidelity can be evaluated by 
quantitative criteria such as mean variance, visual quality evaluation as subjective criteria or 
application-specific statistical criteria, so that communication and storage of the image can obtain the 
best possible quality. Lossless compression utilizes compression technologies that do not lose 
information, allowing compressed data to recover back to the original image without error, but the 
compression ratio is not high, usually 2:1 to 3:1. One of the basic approaches is to try to change the 
probability distribution of the source to make it as non-uniform as possible, and then use the best 
coding method to make the average code length approximate to the entropy of the source. Common 
lossless compression methods include Huffman, run length, arithmetic, Rice algorithm, etc. [2]. The 
minimum amount of lossless compression data is limited by its information entropy, and the efficiency 
is limited. Information entropy coding is based on the principle of information entropy. Those with 
high probability of occurrence are represented by short codewords, while those with low probability are 
represented by long codewords. The most common ones are Huffman, run length and arithmetic 
coding. 

2. Entropy 

Assuming there are M random variables α1, α2, •••, αM with probabilities P (α1), P (α2), ••••, P (αM), 
then the information content of each random variable αK is defined as: 

I(αK) = -logaPK                                (1) 

Then Entropy is defined as:  
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The physical meaning of entropy is a measure of the degree of uncertainty in a set of random 
variables, and the concept of entropy provides a criterion to measure the performance of bit-specific 
codes. 

If the input set of the decoder is W1, •••, WM with probability P1, •••, PM, and design a codeword C1, 
•••, CM with a word length of β1, •••, βM is designed, then the average number of bits of the encoder is: 
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When R is close to H, the encoder is close to the best, and the encoding is called compact code [3], 
that is, there is a distortion-free coding, which makes the average code length R approximate the 
information entropy H. Typical coding methods include Huffman, Faon and Shannon encoding 
methods, among which Huffman method is the best. The basic principle of entropy coding is that the 
average number of input pixels is minimum, that is, short code words are used for codes with high 
probability. 

3. Lossless Compresssion Approaches 

Lossless compression is to use the minimum bit to represent a given image, which is generally 
divided into two steps:  

(1) De-correlation, statistical redundancy in the image is removed and residual image is obtained, 
which can be regarded as a step of first-order entropy reduction.  

(2) Encoding, using the encoder to turn the residual image into the output bit stream [4] [5]. 

3.1. Huffman Coding 

In 1952, Huffman proposed the method of generating compact codes. The steps are as follows [3]:  

(1) Arrange several information source signals from large to small according to the probability 
distribution P(xi). 

(2) Combine the two information source signals with the lowest probability into one to form a new 
probability set, so as to obtain a new information source containing only (n-1) symbols, and then 
rearrange according to (1), repeat until last two probabilities remain.  

(3) Assign code words. From the last step backwards, for the last two probabilities, one is assigned 
"0", the other is assigned "1", and so on in reverse to the beginning.  

The average code length R approaches the entropy H. Therefore, Huffman code is compact code 
and an optimal encoding.  

For Huffman coding, the following problems should be noted: 

(1) The codeword constructed by Huffman coding is not unique. Reason as follows: 

(a) The choice of upper and lower branch assignment is arbitrary.  

(b) When the probabilities of two symbols are equal, the one who comes first is also random, so the 
codeword is not unique, but for the same source, the average code length remains unchanged and the 
coding efficiency is the same.  

(2) Huffman encoding is a variable length encoding, which is inconvenient for hardware 
implementation and difficult to identify errors.  

(3) Transmission time is required to transmit Huffman encoding table. 

3.2. Fano Coding 

Feno encoding is a coding algorithm published by Shannon and Fano at the same time. The specific 
method [3] is:  

(1) The set of known input probabilities is arranged in order of probability from largest to smallest, 
and  

(2) It is separated from the middle place into two parts, “I” and “II”, making the two probabilities 
are close to each other. Then “I” is assigned a codeword (such as “1”), “II” is assigned a codeword 
(such as “0”), and repeated the method to obtain the final code. 
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3.3. Run Length Coding (RLC) 

The main method of RLC is to replace a continuous string of the same value with a numeric value 
and length. In image coding, adjacent pixels with the same length along the scanning direction of the 
image are a group, and their continuation length is called run. The end position of the run is determined 
by the relative distance from the end of the previous run, that is, the number of the same pixels. In this 
way, the gray run can be used to represent the image data. For example, if there is a string of M pixels 
with the same grayscale N along the horizontal direction, then passes only two values (N, M) it could 
replace M grayscale values N of M pixels. Image scanning direction can be horizontal, vertical, or 
zigzag.  

Run-length coding is suitable for binary image coding. It is an efficient coding method for the same 
gray level or continuous image. For multi-gray level images, run length coding is often mixed with 
other coding methods. For example, JPEQ, H.261 and MPEG use a hybrid encoding method of run 
length coding and Huffman encoding to compress image data. 

3.4. Arithmetic Coding 

The Huffman method can achieve the best encoding effect for source data stream. But because the 
smallest unit of storage and processing in computer is "bit", the actual compression effect is far from 
the limit of theoretical compression ratio. To address this issue, arithmetic coding has been proposed. It 
was first introduced by J. Rissanen in 1976 in the form of "last in, first out" coding. 

In 1979, G. G. Langdon systematized it, eliminated multiplication and simplified processing. In 
1981, it was extended to binary image coding: for binary stationary Markov information source, the 
efficiency was higher than 95%. Theoretically, arithmetic coding gives the best compression. The 
arithmetic encoder encodes the data in a minimum number of bytes if a correct probability distribution 
model of the compressed data events can be provided. 

However, to achieve optimal compression, exact real arithmetic must be used (at least when the 
probabilities are rational, use exact rational arithmetic). In fact, arithmetic coding uses fixed-point 
numbers to approximate exact arithmetic, which can obtain a quasi-optimal compression.  

Arithmetic coding’s principle is: it represents the encoded information as an interval between the 
real number 0 and 1. The longer the information, the smaller the interval between encoded 
representations, indicating the more binary bits it contains. The successive symbols in the information 
source are reduced in intervals based on a certain generation probability. The basic steps are as follows:  

(1) Initiate current interval [0,1];  

(2) For each symbol, perform two steps:  

(a) Divide the initial interval into smaller intervals, and the sub-interval of each symbol is 
proportional to its probability of becoming the next symbol; 

(b) The symbol actually appears in the next digit corresponding to the subinterval as the current 
interval;  

(3) Output enough bits to distinguish the final determined interval from other possible results.  

Decoding steps [6]:  

(1) Determine the first character of the current code based on its range and output it. 

(2) Eliminate the impact of decoded characters on subsequent operations, subtract the lower limit of 
the probability value of the translated character, and then divide it by the width of the probability range 
of the translated characters, which is the code of the corresponding subsequent string.  

(3) If the code string processing is completed, decoding ends. 

However, to achieve optimal compression, precise real number arithmetic must be used (at least 
when the probability is rational, precise rational arithmetic must be used). In fact, arithmetic encoding 
uses fixed point numbers to approximate precise arithmetic, resulting in quasi optimal compression.  

Arithmetic encoding features [7]:  

(1) The adaptive mode of arithmetic coding gets unique advantages, while other entropy coding 
methods do not have this characteristic. This mode does not require a pre-defined probability model, 
and is particularly suitable for situations where probability statistics are not performed. 
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(2) Arithmetic coding is recommended when source symbol probabilities are relatively close, 
because Huffman coding efficiency is not high at this time. 

(3) The implementation of arithmetic encoding is more complex than the Huffman encoding 
method, especially in hardware implementation. 

3.5. LZW (Lempel–Ziv–Welch) Coding 

LZW is a universal lossless data compression algorithm created by Abraham Lempel, Jacob Ziv, 
and Terry Welch. It was published by Welch in 1984 as an improved implementation of the LZ78 
algorithm published by Lempel and Ziv in 1978 [8]. LZW encoding is based on a dictionary encoding 
method, which generates a string table and corresponding code during compression encoding. Before 
the start of LZW compression encoding, there are only a single character and a string table 
corresponding to the encoding in the dictionary. After the compression encoding start, the string is read 
and corresponding to the string in the table, and the encoding is output until the corresponding string 
cannot be found. The character string that can be found and cannot be found in the table are included 
for corresponding encoding, then the string table will gradually expand, and the number of occurrences 
of strings that need to be compressed in the table will also increase. Finally remove duplicate 
information from the image data.  

The advantages of LZW encoding are strong logic, low cost, high efficiency, simple to implement 
and the ability to achieve good compression results, with high throughput in hardware implementations 
[9]. 

4. Summary 

Image compression will reduce transmission and storage cost significantly, while lossless 
compression can maximize the preservation of original image information. In this article, some 
common image lossless compression approaches are presented, such as Huffman, Fano, Run Length, 
arithmetic and LZW coding. Within them, the approach which can reach compact code is nearly the 
best solution. 
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