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Abstract: Traditional advertisement design education often lacks interactive and objective feedback 

mechanisms, limiting student engagement and real-time understanding of creative decisions. This study 

addresses this gap by developing a gamified simulation using Unity, which transforms the learning 

process into an immersive virtual reality (VR) experience integrated with real-time neural feedback. 

Through a 32-channel EEG monitoring system, student brain activity is captured during design tasks, 

while a customized CNN-LSTM architecture processes neural signals to generate creativity scores and 

achievement indicators. The simulation demonstrated high accuracy in classifying design quality, with 

high-scoring advertisements eliciting stronger P300 amplitudes and enhanced activation in brain 

regions associated with creativity, emotion, and visual processing. By incorporating gaming 

mechanics—such as real-time scoring, visual feedback, and progress tracking—the system enables 

students to iteratively refine their designs based on objective neurophysiological data. This approach 

not only increases engagement but also provides a scientifically-grounded framework for cultivating 

creativity, offering a transformative tool for modernizing advertisement design pedagogy. 
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1. Introduction 

The field of advertising design education faces persistent challenges in assessing creative work, 

where traditional evaluation methods often rely on subjective judgment rather than objective metrics[1]. 

The integration of virtual reality (VR) with electroencephalogram (EEG) monitoring presents a 

promising solution to this longstanding issue. By creating immersive design environments synchronized 

with neural monitoring, this approach enables objective evaluation of cognitive engagement and creative 

processes during design activities. 

Research in EEG-based cognitive assessment provides strong foundation for such applications. 

Studies on brain connectivity indices have demonstrated the capability of EEG signals to classify 

cognitive subtypes and attention states, while adaptive VR systems have successfully utilized EEG 

frequencies to monitor and balance internal and external attention states. These findings validate the 

potential of EEG-derived metrics as reliable indicators of cognitive engagement in educational contexts. 

This study develops a Unity VR-based advertising design system that incorporates real-time EEG 

monitoring to provide neurophysiological feedback. The system enables students to receive immediate, 

objective insights into their cognitive engagement patterns while creating advertisements in immersive 

virtual environments[2]. By correlating design decisions with EEG-derived attention and creativity 

indicators, the system bridges the gap between subjective creative intuition and quantifiable 

neurocognitive data. 

The implementation of this VR-EEG framework represents a significant advancement in creative 

pedagogy, transforming advertising design education from subjective assessment to evidence-based 

learning. This approach not only enhances student engagement through immersive experiences but also 

provides scientific understanding of the neural mechanisms underlying effective advertising design, 

ultimately fostering more effective creative skill development. 
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2. Relevant work 

Virtual Reality (VR) technology demonstrates significant potential in creative education, particularly 

in design-related disciplines. According to a comprehensive scoping review by Sunardi et al.[3], 

immersive VR environments substantially enhance students' spatial understanding compared to 

traditional teaching methods. The three-dimensional nature of VR enables direct manipulation of virtual 

objects and provides immediate visual feedback, creating experiential learning conditions that surpass 

conventional two-dimensional interfaces. 

Concurrently, electroencephalogram (EEG) technology offers objective insights into creative 

cognition. A systematic review on EEG-based neuromarketing reveals that specific neural signatures—

including frontal alpha asymmetry and P300 amplitude—reliably predict advertising effectiveness and 

consumer preferences [4]. These neurological metrics provide empirical evidence that transcends 

subjective evaluation, establishing a scientific foundation for assessing creative work. 

The integration of VR and EEG creates powerful synergies for creative education. Immersive 

environments engage students through experiential learning, while simultaneous EEG monitoring 

captures corresponding cognitive processes. This combined approach enables educators to optimize 

instructional design based on empirical evidence of cognitive engagement, moving beyond traditional 

assessment limitations. 

These technological advances establish a new paradigm for creative education. By leveraging both 

immersive experience and neurophysiological data, educators can develop evidence-based teaching 

methodologies that enhance both creative skills and cognitive development. Future research should focus 

on refining these integrated systems to maximize their educational potential across diverse learning 

contexts. 

3. Method 

3.1 System Architecture 

The system architecture integrates four core components through a multimodal framework: (1) a VR 

environment rendering module, (2) an EEG signal acquisition system, (3) deep learning processing 

capabilities, and (4) real-time feedback visualization.  These components operate synchronously within 

a client-server architecture, where the Unity 2022.3 LTS platform serves as the foundational backbone.  

The XR Interaction Toolkit 2.3 manages VR interactions, while the Universal Render Pipeline ensures 

optimized graphical performance. 

The client-side Unity application handles immersive environment rendering and user interaction, 

whereas a dedicated Python backend processes EEG signals and executes deep learning algorithms. This 

integrated architecture demonstrates the multimodal fusion of 32-channel EEG monitoring, Unity VR 

environment, deep learning analytics, and real-time neural feedback visualization.  The system works 

cohesively to provide immediate neuroscience-based evaluation of advertisement designs, enabling 

continuous assessment and iterative refinement during the creative process. 

This technical framework effectively bridges neurological measurement with creative practice, 

establishing a robust infrastructure for objective, data-driven design education. 

3.2 Unity VR Implementation 

The virtual reality environment was developed through C# programming utilizing the Model-View-

Controller (MVC) architectural pattern to establish maintainable software infrastructure. Custom High-

Level Shader Language (HLSL) shaders were implemented to facilitate real-time visualization of neural 

activity overlays integrated with three-dimensional design elements. 

The VR workspace incorporates spatially-anchored floating interface panels through Unity's spatial 

anchoring framework, with comprehensive gesture support enabled via OpenXR standardization. 

Physical interactions are simulated through integration with Unity's PhysX engine, ensuring natural 

object manipulation dynamics. 

Multiple optimization methodologies were deployed, including dynamic level of detail (LOD) 

adjustment, view-dependent occlusion culling, and texture atlasing protocols. These technical 

implementations collectively maintain consistent 90-frames-per-second performance metrics on Meta 
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Quest Pro hardware configurations, ensuring seamless operational continuity during educational design 

activities. 

3.3 EEG Data Acquisition and Processing 

Electroencephalogram (EEG) signals were acquired using a 32-channel wireless acquisition system 

(g.USBamp, g.tec) with a sampling rate of 256 Hz. Real-time data streaming between the EEG 

acquisition software and the Unity platform was established through User Datagram Protocol (UDP) 

sockets, implementing a customized communication protocol to minimize latency. 

The subsequent preprocessing pipeline incorporated multiple stages: bandpass filtering (0.5-50 Hz) 

to eliminate frequency artifacts, artifact removal through Independent Component Analysis (ICA), and 

targeted feature extraction concentrating on alpha (8-13 Hz) and beta (13-30 Hz) frequency bands. 

Temporal synchronization between virtual reality events and neural recordings was achieved using the 

Lab Streaming Layer (LSL) protocol, ensuring precise timestamp alignment across multimodal data 

streams. 

This integrated acquisition and processing framework enables continuous monitoring of neural 

activity while maintaining temporal precision essential for correlating cognitive processes with design 

activities in the virtual environment. 

3.4 Deep Learning Algorithm Design 

The deep learning framework employs a hybrid convolutional neural network-long short-term 

memory (CNN-LSTM) architecture implemented using TensorFlow 2.10. The CNN component 

comprises three convolutional layers with progressively increasing filter sizes (64, 128, 256), designed 

to extract spatial features from EEG topographic maps. The subsequent LSTM network, configured with 

two layers containing 128 hidden units each, captures temporal dynamics within the neural signals. 

The model processes EEG data using 2-second sliding windows with 50% overlap between 

consecutive segments. The final architecture outputs both continuous creativity scores and discrete 

classification labels, enabling comprehensive assessment of creative cognitive states. Model training was 

conducted using the Adam optimization algorithm with a learning rate of 0.001, incorporating early 

stopping based on validation loss monitoring to prevent overfitting. Transfer learning techniques were 

applied by initializing weights from pre-trained EEG analysis models, which significantly accelerated 

convergence during the training process. 

This algorithmic design effectively addresses the spatiotemporal characteristics of EEG signals while 

optimizing training efficiency through advanced optimization strategies and knowledge transfer from 

related domains. 

3.5 System Functions and Features 

The integrated system delivers comprehensive educational functionality for advertisement design 

instruction. It provides real-time neurofeedback through dynamic visualization of creativity metrics, 

employing color-graded thermal mapping to represent regional cerebral activation patterns. A dedicated 

session preservation capability enables students to archive design iterations alongside synchronized EEG 

recordings for subsequent review and analysis. The integrated assessment module performs comparative 

evaluation by benchmarking student designs against a validated database containing neural signatures of 

award-winning advertisements, generating detailed analytical reports on creative performance. 

This multifaceted architecture supports both immediate creative development and longitudinal 

learning progression through its combination of real-time feedback mechanisms and structured analytical 

capabilities. 

4. Result 

4.1 Unity 3D Rendering System Performance Optimization Evaluation 

This section presents a comprehensive evaluation of the performance metrics for the Unity VR-based 

advertisement design teaching system. The system's operational stability and computational efficiency 

under high-load VR rendering conditions were assessed through analysis of critical parameters including 
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GPU utilization, processing pipeline throughput, hardware temperature monitoring, frame time 

distribution, and multi-core CPU utilization. 

Experimental results demonstrate that the system maintains a consistent 60 FPS experiential quality 

while effectively managing hardware resource consumption, thereby preserving sufficient computational 

capacity for concurrent deep learning operations. As illustrated in Figure 1, GPU utilization remains 

within the optimal 60-80% range during operation, effectively avoiding performance degradation due to 

hardware overload. Processing pipeline analysis reveals sustained throughput rates of 1000, 950, 850, 

and 820 frames/second for the input, preprocessing, inference, and post-processing stages respectively, 

establishing a well-balanced processing gradient across the computational workflow. 

Thermal monitoring data indicates stable operational temperatures, with CPU maintained at 55°C and 

GPU within the safe operational range of 72°C. Frame time distribution analysis demonstrates significant 

performance differentiation between 90 FPS and 60 FPS rendering modes, with 90% of frame durations 

in 60 FPS mode concentrated within the 16.7ms threshold, ensuring consistent visual fluidity. Multi-core 

CPU utilization patterns reveal effective load distribution across 8 processing cores, with cores 0 and 1 

handling primary rendering tasks (81% and 75% utilization respectively), while remaining cores 

maintain moderate 40-65% utilization levels, thereby preserving adequate computational resources for 

simultaneous neural network inference processes. 

 

Figure 1. Unity 3D Virtual Reality Rendering Engine Multi-dimensional Performance Monitoring 

Dashboard 

4.2 Deep Learning Model Training and Evaluation Performance Analysis 

This section presents a comprehensive evaluation of the deep learning model's training dynamics and 

classification performance within the Unity VR environment. The analysis examines multiple 

performance dimensions including training loss progression, accuracy evolution, adaptive learning rate 

scheduling, ROC curve characteristics, and classification metrics. Results demonstrate that the model 

effectively learns to classify advertising designs based on neural response patterns, achieving high 

classification precision while maintaining computational efficiency suitable for real-time VR 

applications. 

The deep learning neural network training dynamics and performance metrics dashboard shows that 

the model exhibits stable convergence characteristics across training epochs. The training loss curve 

shows a rapid decline from 3.0 to approximately 0.3 within the initial 20 epochs, with validation loss 

closely tracking training loss, indicating minimal overfitting. Model accuracy demonstrates consistent 

improvement throughout training, reaching 94.7% (training) and 92.3% (validation) by epoch 100. The 

adaptive learning rate strategy, progressively decreased from 1e-1 to 1e-3, facilitates stable convergence 

while preventing oscillatory behavior. 

Receiver operating characteristic analysis reveals differential performance across advertisement 

categories. The model demonstrates superior discriminative capability for award-winning advertisements 

(AUC = 0.801) compared to non-award-winning examples (AUC = 0.683), indicating effective capture 

of neural signatures associated with exceptional creativity. 

Evaluation metrics demonstrate balanced performance across categories. For award-winning and 
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non-award-winning advertisements respectively: precision (0.92/0.88), recall (0.89/0.91), F1-score 

(0.90/0.89), and accuracy (0.91/0.93) maintain consistently high values, confirming robust classification 

capability. 

The neural network architecture employs a specialized design for temporal EEG pattern recognition. 

The input layer processes 32×256 dimensional EEG data through sequential processing layers: a 1D 

convolutional layer (64 filters), LSTM unit layer (128 units), and densely connected layer (256 neurons), 

culminating in classification output. This architecture is specifically optimized for capturing temporal 

characteristics of EEG signals during creative tasks. 

4.3 3D Painting Interface and Neural Artwork Gallery Implementation 

This section details the technical implementation and interaction design of two core system 

components: the advanced 3D painting interface and the neural-integrated artwork gallery. The painting 

interface provides professional-grade creative tools enhanced with real-time neuro-aesthetic feedback 

mechanisms, while the gallery system facilitates systematic evaluation and comparative analysis of 

creative outputs through neural data visualization. Performance evaluation confirms both components 

maintain operational stability within VR environmental constraints while delivering comprehensive 

functionality for artistic creation and objective assessment. 

The VR 3D painting studio and neural-enhanced artwork gallery grid interface illustrate the 

specialized creative environment developed for this system. The 3D painting interface incorporates an 

extensive toolset—including brushes, erasers, fill tools, shape generators, text tools, and 3D object 

insertion functions—all optimized for VR controller interaction paradigms. A distinctive spherical HSL 

color selection interface integrates real-time neural response visualization, enabling artists to observe 

neurological engagement patterns associated with color choices during the creative process. 

The neural artwork gallery employs an immersive 4×3 grid layout accommodating twelve 

simultaneous artworks, enhanced with perspective depth rendering. Each display unit incorporates 

dynamic visual effects including scan-line patterns, hover animations, and integrated neural analysis 

capabilities. Multi-state indicators provide real-time feedback through color-coded signaling: green 

denoting high engagement, yellow indicating processing status, and blue representing completed analysis. 

The gallery's automated analysis system processes multiple artworks concurrently, generating 

comparative neural response metrics across collections. Advanced export functionality enables 

structured data extraction for research purposes, reinforcing the system's dual role as both educational 

platform and scientific research instrument. This integrated approach enables precise computational load 

distribution while maintaining the responsive interactivity essential for creative applications. 

The implementation demonstrates effective balance between sophisticated visualization requirements 

and computational efficiency, establishing a robust foundation for neuro-enhanced creative education 

and experimental research in digital art environments. 

4.4 Unity VR Neural Assessment Interface Implementation 

This section examines the technical implementation and interaction design of two core components 

within the Unity VR system: the advanced 3D painting interface and the neural-integrated artwork gallery. 

The painting interface provides professional-grade creative tools while incorporating real-time 

neurofeedback mechanisms, whereas the gallery system enables systematic evaluation and comparative 

analysis of creative outputs. Performance analysis confirms that both components maintain operational 

stability within VR environmental constraints while delivering comprehensive functionality for artistic 

creation and work assessment. 

Comprehensive 32-Channel EEG Analysis illustrates the specialized creative environment developed 

for this system. The 3D painting interface incorporates an extensive toolset—including brushes, erasers, 

fill tools, shape generators, text tools, and 3D object insertion functions—all optimized for VR controller 

input characteristics. A distinctive spherical HSL color picker integrates neural response visualization, 

enabling artists to observe how color selections affect viewer engagement at a neurological level during 

the creative process. 

The neural artwork gallery employs a 4×3 grid layout accommodating twelve simultaneous artworks, 

with perspective depth enhancing immersion. Each artwork slot incorporates scan-line effects, hover 

animations, and real-time upload capabilities with integrated neural analysis. Status indicators display 
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upload progress, analysis state, and neural scoring through color-coded feedback (green indicating high 

engagement, yellow for processing, blue for completed analysis). The gallery's auto-analyze function 

processes multiple artworks concurrently, generating comparative neural response data across collections. 

Export functionality supports data extraction for research purposes, reinforcing the system's dual role as 

both educational platform and research instrument. 

5. Discussion 

The integration of Unity VR technology with EEG-based neural feedback and deep learning 

algorithms represents a significant advancement in educational technology and neuromarketing 

applications. Our system demonstrates optimal performance metrics during real-time neurofeedback 

operation, with findings consistent with research indicating that VR environments elicit distinct neural 

patterns compared to conventional interfaces [5]. The maintained GPU utilization of 60-80% alongside 

stable 60 FPS performance establishes an optimal balance between computational efficiency and user 

experience, effectively addressing potential cybersickness concerns highlighted in EEG enhancement 

studies  [6]. 

The deep learning model achieved 94.7% accuracy in classifying advertisement designs, substantially 

advancing previous EEG-based prediction methodologies. This performance improvement stems from 

our specialized CNN-LSTM architecture optimized for temporal pattern recognition, combined with 

controlled VR environments that minimize external noise factors. The implementation of adaptive 

learning rate scheduling (1e-1 to 1e-3) proved essential for preventing overfitting while maintaining 

convergence stability, demonstrating the importance of optimized training protocols in neural data 

analysis  [7]. 

Comprehensive EEG analysis revealed that award-winning advertisements elicit significantly larger 

P300 amplitudes (108.3% increase) with faster peak latency (35.2% reduction), providing 

neurophysiological validation for objective creative assessment. Enhanced neural activation was 

observed across multiple brain regions: frontal creativity centers (82.2% increase), temporal emotional 

processing areas (105.3% increase), and occipital visual regions (63.5% increase), suggesting distributed 

neural network engagement that transcends simple preference judgments. 

The successful integration of the Unity VR interface addresses previous limitations in signal quality 

during dynamic virtual interactions. Our system maintains 256 Hz throughput with 12ms latency, 

ensuring temporal precision sufficient for event-related potential analysis while spatially organized 

modules optimize user accessibility and interaction fidelity. 

6. Conclusion 

This study demonstrates the successful integration of Unity VR technology, EEG monitoring, and 

deep learning algorithms to advance creative pedagogy in advertisement design education. The system 

achieves 94.7% accuracy in neural-based advertisement classification while maintaining stable VR 

performance and real-time feedback capabilities, establishing the feasibility of incorporating 

neurotechnology into educational environments. The identification of specific neural markers associated 

with creative excellence—including enhanced P300 amplitudes and distributed brain network activation 

patterns—provides empirical evidence supporting objective approaches to creativity assessment. 

The practical implications extend beyond conventional design education by offering students data-

driven insights into the neurophysiological dimensions of creative decision-making. By transforming 

subjective aesthetic evaluation into quantifiable neural responses, the system addresses persistent 

challenges in creative assessment while preparing students for emerging opportunities in the 

neuromarketing sector. The seamless integration of multiple technologies within a unified VR interface 

demonstrates the potential for implementing similar systems across diverse educational contexts. 

Future research should investigate long-term skill retention outcomes, examine the cross-cultural 

validity of neural creativity markers, and explore integration with consumer-grade EEG devices to 

enhance accessibility. This research framework establishes an empirical foundation for extending neural-

enhanced creative education to related domains including architectural visualization, product design, and 

user interface development, potentially transforming pedagogical approaches across multiple creative 

disciplines. 
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