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Abstract: This paper evaluated the weight of influencing factors on the development of urban 
environmental quality by studying the relationship between existing environmental pollution and its 
influencing factors. The prediction models of the combination of water, atmosphere, and solid waste 
were constructed, based on the non-biased grey model (GM (1,1)), Back Propagation neural network 
(BPNN), Autoregressive Integrated Moving Average Model (ARIMA), and machine learning algorithms 
such as gradient descent were used to improve the fitting accuracy. The data from 2001 to 2020 were 
selected as the training set and the validation set to predict the environmental pollution trend from 2021 
to 2028. Research shows that the BPNN has good performance of the three emissions in three models.  
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1. Introduction 

With the development of industrialization, urban pollution problems are becoming increasingly 
prominent. Among them, the total emissions of industrial wastewater, industrial sulfur dioxide, and 
industrial solid waste, led by industrial "three wastes", continue to increase[1]. These environmental 
pollution problems not only cause severe damage to production and the economy but also have 
immeasurable negative impacts on ecological systems, wildlife, and human health. With the proposal of 
the "14th Five-Year Plan" goals for ecological and environmental protection, the future of environmental 
protection in China will further develop in the direction of pollution control, clean production, and green 
low-carbon. The emission of "three wastes" serves as a representative indicator for measuring 
environmental quality, which is affected by many social and economic factors, such as secondary industry, 
population density, energy consumption, afforestation, etc. Therefore, accurate prediction of "three 
wastes" pollution emissions is of great significance for further quantifying the sources of pollution, 
reducing total pollution emissions, and improving environmental carrying capacity[2]. At the same time, 
it also provides a supporting force for the formulation and adjustment of environmental protection 
strategies in China.  

Recently, researchers mainly focus on three categories of prediction models: statistical analysis 
models, machine learning models, and grey prediction models[3-5]. However, these models still have 
certain limitations. Statistical analysis models usually require a large amount of historical data, while in 
practice, data could be challenging to obtain, and even when available, missing data or data that lack 
credibility are often occurrences. In addition, the data for statistical analysis models also needs to meet 
certain conditions, such as they need to follow a normal distribution, otherwise, the established model 
may not achieve ideal prediction results. As a relatively mature theoretical model, the time series model 
(ARIMA) can be applied to practical cases simply and conveniently, but its theoretical foundation is 
mostly based on linear prediction analysis, so the prediction accuracy is not high in dealing with nonlinear 
prediction problems. To better solve nonlinear prediction problems, scholars have put forward the theory 
of machine learning theories. Compared with the time series model, machine learning has significant 
advantages in processing nonlinear data, such as automatic processing of large amounts of data, high 
generalization ability, and self-learning ability. However, when the data dimension is high and the sample 
size is insufficient, the model is prone to overfitting and underfitting. BP neural network model, as one 
of the most efficient machine learning models, can meet different data scenarios and be used in small 
data sets with many features. The grey prediction model was established by Deng [6] in 1982, which 
handled many uncertain problems well in the condition of a relatively small amount of data. Therefore, 
grey prediction models are usually used to solve problems with small, incomplete, and discrete data 
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whose characteristics are uncertain[7]. 

In this paper, the time series algorithm ARIMA, BP neural network, and grey GM (1,1) model were 
used to construct the optimal prediction models, respectively. The model verification and gradient 
descent algorithm were used to improve the accuracy of the model, so as to screen out the optimal 
prediction model. On this basis, the paper will analyze the deep-seated social and economic factors 
affecting environmental quality, in order to find a balance point for the coordinated development of 
environment and economy. And to provide a theoretical basis for the formulation of pollution prevention 
and control policies by predicting the emission of pollutants in the next five years.  

2. Setting for model testing 

The common model testing indicators include correlation coefficient (R2), mean square error (MSE), 
root mean square error (RMSE), mean absolute error (MAE), mean relative error (MAPE), explained 
variance score, etc. In order to compare the fitting effect of each model, R2 and MSE were selected for 
the correlation and error test of the model, respectively[8].  

R-squared is a measure used to assess the goodness-of-fit of a regression model. It represents the 
proportion of the variance in the data that is captured by the model, with values ranging from 0 to 1. A 
higher R-squared value closer to 1 indicates a better fit of the model to the data, while a lower R-squared 
value closer to 0 indicates a poorer fit of the model. The formula is as follows: 

                       (1) 

Here 𝑦𝑦(𝑖𝑖) is the true value of the i th sample, 𝑦𝑦�(𝑖𝑖) is the predicted value of the model, and 𝑦𝑦� is the 
average value of the samples. 

Mean Squared Error (MSE) is a common statistical metric used to measure the difference between 
predicted values and true values. It is calculated as the average of the squared differences between 
predicted and actual values, and squaring the differences helps to ignore the positive and negative signs. 
Calculating the average is done to consolidate the MSE across all samples into a single metric for easier 
comparison. The range of MSE is [0, +∞]. A lower MSE value indicates a better fit of the model to the 
data, while a higher MSE value approaching +∞ indicates a poorer fit of the model. 

                             (2) 

Where m is the number of samples, 𝑦𝑦(𝑖𝑖) is the true value of the i th sample, 𝑦𝑦�(𝑖𝑖) is the predicted 
value of the model. 

3. Prediction model  

3.1 GM (1, 1) model 

The modeling process of the GM (1,1) model is as follows [3]: 

Consider a system with a sequence of characteristic data: 

                            (3) 

New generated data is obtained by the above single summation: 

                            (4) 

Among them: 𝑥𝑥(1)(𝑚𝑚) = � 𝑥𝑥(0)(𝑖𝑖)𝑛𝑛
𝑖𝑖=1 , m = 1, 2, …, n，Let 𝑧𝑧(1) be the immediate neighbor of the 

sequence 𝑥𝑥(1) , 𝑧𝑧(1) = �𝑧𝑧(1)(1), 𝑧𝑧(1)(2), … , 𝑧𝑧(1)(𝑛𝑛)� , including: 𝑧𝑧(1)(𝑚𝑚) = 𝛿𝛿𝑥𝑥(1)(𝑚𝑚) + (1 −
𝛿𝛿)𝑥𝑥(1)(𝑚𝑚− 1), m = 2, 3,... , n and δ=0.5. 

𝑥𝑥(0)(𝑚𝑚) + 𝑎𝑎𝑧𝑧(1)(𝑚𝑚) = 𝑏𝑏 is the basic form of the GM (1, 1) model (k = 2, 3, ... n), where in the GM 
(1,1) model, a is called the development coefficient and b is called the driving coefficient. 
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Introduce matrix-vector notation: 

                     (5) 

u can be obtained by least square method: 

The prediction model can be solved by the differential equation: 

                        (6) 

By reducing and reducing the eq.6, the grey prediction model of the original series can be obtained 
as follows: 

                           (7) 

3.2 Time sequence model: 

The ARIMA model (Autoregressive Integrated Moving Average model) is one of the time series 
forecasting and analysis methods. It transforms data into stationary data and then builds a model by 
regressing the dependent variable on its lagged values and random error terms. In ARIMA (p, d, q), AR 
stands for "autoregressive" with p being the number of autoregressive terms, MA stands for "moving 
average" with q being the number of moving average terms, and d is the order of differencing needed to 
make the series stationary. The mathematical expression of the model is shown as follows:  

                               (8) 

Where 𝑥𝑥𝑡𝑡(t = 1, 2, …, n) is the time series data, 𝜀𝜀𝑡𝑡(t = 1, 2, ..., n) is the residual term, B is the lag 
operator, where 𝐵𝐵𝑛𝑛𝑥𝑥𝑡𝑡 = xt−n; Φ(B) is the autoregressive coefficient polynomial, 𝛻𝛻𝑡𝑡 is the differencing 
operator, where 𝛻𝛻𝑡𝑡 = (1 − 𝐵𝐵)𝑑𝑑, and Θ(B) is the moving average coefficient polynomial[9].  

3.3 BP neural network model 

BP neural network (Back Propagation neural network) is a concept proposed by scientists led by 
Rumelhart and McClelland in 1986. It is a multi-layer feedforward neural network trained according to 
the error inverse propagation algorithm. It is one of the widely used neural network models. BP neural 
network has arbitrary complex pattern classification ability and excellent multi-dimensional function 
mapping ability, which can solve the Exclusive OR, XOR, and some other problems that simple 
perceptron cannot solve[10].  

The basic BP algorithm includes two processes signal forward propagation and error back 
propagation[4]. That is, the error output is calculated in the direction from input to output, and the 
adjustment weight and threshold are adjusted in the direction from output to input. In forward propagation, 
the input signal acts on the output node through the hidden layer and generates the output signal after 
nonlinear transformation. If the actual output is inconsistent with the expected output, the error is 
transferred to the reverse propagation process. Error backpropagation is to back-transmit the output error 
to the input layer by layer through the hidden layer, and allocate the error to all the elements of each layer, 
and the error signal obtained from each layer is used as the basis for adjusting the weight of each unit. 
By adjusting the connection strength between the input node and the hidden layer node and the 
connection strength between the hidden layer node and the output node and the threshold value, the error 
is reduced along the gradient direction. After repeated learning and training, the network parameters 
corresponding to the minimum error (weight and threshold) are determined, and the training is stopped. 
At this time, the trained neural network can process the non-linear transformed information with minimal 
output error for the input information of similar samples[11].  

STEP 1. Forward propagation. 

Let x1, x2, …, xn be the input variable, y is the output variable, ui is the output of the hidden layer 
neuron, and f is the mapping relationship of the activation function. Let vij be the weight of the i th input 
variable and the j th hidden neuron, and let 𝜃𝜃𝑗𝑗𝑢𝑢 be the threshold of the j th neuron of the hidden layer u. 
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Then the expression of uj is: 

                 (9) 

STEP 2. Objective function 

There are M objects and N features: 

                  (10) 

Where 𝑥𝑥𝑖𝑖
(𝑘𝑘) represents the input of the i th feature. Let x be the true feature of the data, the output 

value of the true value is 𝑦𝑦�, and y is the value predicted by the neural network. In order to minimize the 
error between the true value and the predicted value through the network, the objective function is set as 
follows: 

                             (11) 

STEP 3. Gradient descent 

Let y be the target, w be the parameter to be optimized, and u be the rate of decline, i.e. the learning 
rate. 

                                 (12) 

The weights are updated, where μ is the learning rate.  

                     (13) 

The bias update is as follows, the formula for each layer is the same. 

                     (14) 

𝑣𝑣𝑖𝑖𝑖𝑖，𝜃𝜃𝑗𝑗𝑢𝑢，𝑤𝑤𝑗𝑗，𝜃𝜃𝑦𝑦 is the network parameter to be determined, J is the objective function, which can 
be optimized by gradient descent method. 

STEP 4. Find the gradient in reverse 

(1) Find the gradient of 𝑤𝑤𝑗𝑗 (𝜕𝜕𝐽𝐽
(𝑘𝑘)

𝜕𝜕𝑤𝑤𝑗𝑗
)   

                             (15) 

                           (16) 

Let 𝐺𝐺 = � 𝑤𝑤𝑗𝑗𝑢𝑢𝑖𝑖
𝑚𝑚
𝑗𝑗=1 + 𝜃𝜃𝑦𝑦, 𝑦𝑦 = 𝑓𝑓(𝐺𝐺) 

                              (17) 

(2) Find the gradient of 𝜃𝜃𝑦𝑦 (𝜕𝜕𝐽𝐽
(𝑘𝑘)

𝜕𝜕𝜃𝜃𝑦𝑦
) 

                       (18) 

(3) Find the gradient of 𝑣𝑣𝑖𝑖𝑖𝑖 (𝜕𝜕𝐽𝐽
(𝑘𝑘)

𝜕𝜕𝑣𝑣𝑖𝑖𝑖𝑖
) 



Academic Journal of Environment & Earth Science 
ISSN 2616-5872 Vol.6, Issue 4: 46-52, DOI: 10.25236/AJEE.2024.060407 

Published by Francis Academic Press, UK 
-50- 

                              (19) 

(4) Find the gradient of 𝜃𝜃𝑗𝑗𝑢𝑢 (𝜕𝜕𝐽𝐽
(𝑘𝑘)

𝜕𝜕𝜃𝜃𝑗𝑗
𝑢𝑢 ) 

Let 𝑃𝑃 = � 𝑣𝑣𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖
𝑛𝑛
𝑖𝑖=1 + 𝜃𝜃𝑗𝑗𝑢𝑢, 𝑢𝑢𝑗𝑗 = 𝑓𝑓(𝑃𝑃), 

                            (20) 

4. Case study 

4.1 Selection of subjects and data 

According to the China Bureau of Statistics, the permanent population of Beijing will be 21.843,000 
in early 2023. Gross Domestic Product (GDP) of Beijing will be about 4.180 billion yuan (~6230 trillion 
US dollars) in 2022, ranking seventh in the world. As the capital of China, Beijing is one of the 
representative cities in the world, which not only has a high policy responsiveness in China, but also has 
a strong influence in the international community[12]. Therefore, the collection of various data in Beijing 
can not only accurately and quickly reflect the impact of different indicators on regional environmental 
pollution, but also represent the current level of environmental pollution control in China and the global 
level of pollution control, so the prediction has far-reaching significance. 

In this paper, the annual emissions of three wastes (chemical oxygen demand (COD) of wastewater, 
sulfur dioxide emission, and smoke dust emission) in Beijing from 1999 to 2022 were selected as the 
research objectives. The gross domestic product (GDP), total fuel consumption (TFC), Fixed Asset 
Investment (FAI) and Employment to Population of Beijing were collected ratio (EPOP), Green coverage 
rate (GCR) and other indicators were used as the factors affecting the annual emissions of three wastes, 
in which to find the key factors affecting the annual emissions of three wastes in Beijing. The data were 
selected from the China’s National Bureau of Statistics, China Statistical Yearbook, and Beijing 
Statistical Source Annual Report. The descriptive statistics of the above indicators are shown in Table 1. 

Table 1: Description of each index 

Index 
name/index 

serial number 
indicator unit MAX MIN MEAN SD ANOVA Me Kurt Skew CV 

GDP/x1 100 million Yuan 40269.6 2759.8 17318.5 11901.2 14964 1.4E+08 -1.057 0.477 0.687 

TFC/x2 10 thousand tons 
of standard coal 7360.32 3906.6 5942.39 1108.32 6359.49 1228371 -1.115 -0.523 0.187 

FAI/x3 100 million Yuan 8948.1 1170.6 5201.79 2719.38 5493.5 7395041 -1.597 -0.136 0.523 

EPOP/x4 10 thousand 
people 1198.9 456.1 858.835 252.727 905.4 63870.8 -1.249 -0.361 0.294 

GCR/x5 % 49.3 36.3 44.465 4.035 45 16.28 -0.617 -0.58 0.091 
COD/y1 mg/L 19.3 4.9 12.301 4.752 11.6 22.582 -1.313 -0.113 0.386 

SO2 emission 10 thousand tons 28 0.1 11.509 8.064 11.5 65.03 -0.91 0.128 0.701 
Dust emission 10 thousand tons 19.399 0.542 7.352 5.15 6.585 26.517 0.415 0.894 0.7 

4.2 Comparison of algorithm prediction 

According to the three models constructed above, the error sizes under various algorithms are finally 
measured (Table 2), based on SPSSRPO prediction analysis and combined with the test index system 
constructed above. As shown in the Table 2 and Fig.1, In all algorithmic sorting, the R2 sizes in 
descending order are: BP neural network > ARIMA > GM (1,1), and the MSE sizes are: GM (1,1) > BP 
neural network > ARIMA. Since the MSE indicator may be affected by the dimension of the forecast 
indicator, we use R2 to compare the forecast results, which show BP neural network algorithm has the 
best prediction effect, followed by time series ARIMA model, and GM (1,1) model. Among the three 
types of emissions, the prediction of SO2 emission is the most accurate, followed by dust emission, and 
finally COD emission. 
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Table 2: Detection index 

Index name Testing 
indicators GM (1,1) ARIMA  BPNN Mean 

COD emission MSE 1440390001 207397.4 159417193.78 533338197.4 
R2 0.577 0.682 0.904 0.721 

SO2 emission MSE 139665325 16534698.1 76239880.77 77479968 
R2 0.989 0.977 0.988 0.984667 

dust emission MSE 244697140 1174.776 33558504.60 92752273 
R2 0.951 0.963 0.98 0.964667 

MSE Mean 608250822 5581090 89738526.38 234523479.5 
R2 Mean 0.839 0.874 0.957 0.89 

 
Figure 1: (a) R2 and MSE of three prediction algorithms, (b) Three emissions of R2 and MSE 

4.3 Prediction model analysis 

COD, SO2 and dust emissions are evaluated by R2 and MSE to assess the accuracy of the model's 
prediction. In figure 1, R2 of BP neural network in the COD emissions prediction model is closer to 1 
and MSE is relatively small than that of the ARIMA and GM (1, 1) models, indicating that the BP model 
has a higher degree of fitting original data and the accuracy of the model is higher. In the same way, the 
BP model in SO2 emissions and dust emissions has shown a relatively good forecast. In addition, from 
Fig.1a, the overall mean of MSE of the BP model is less than ARIMA and GM (1, 1) model, while the 
R2 mean value is closer to 1 than the ARIMA and the GM (1, 1) model. The good performance of the BP 
neural network is due to the ability of independent learning, which has the ability to learn from positive 
propagation and reverse propagation of error. In addition, compare to the linear prediction of GM (1, 1) 
model and one variable parameter (like year) of the time series model of ARIMA, the BP model has 
relatively rich parameters, such as the GDP, TFC, FAI, EPOP and GCR, and nonlinear matching ability, 
which makes it more accurate to predict the pollutants. 

In this paper, the BP neural network model has good prediction performance on the emissions of three 
kinds of pollutants. As a result, BP neural networks can be used to predict environmental pollution, such 
as urban sewage emissions, atmospheric pollution emissions, solid waste emissions and so on. In addition, 
it can also be applied to energy consumption, geological disasters and areas of industry, agriculture, 
health and health, and provide more favorable help for human life. 

5. Conclusion 

In this paper, COD, SO2 and dust emissions were predicted by using the BP neural network, ARIMA 
and GM (1, 1) model. According to the overall performance, the BP neural network not only has the 
highest R2 of a single pollutant discharge, but also shows the good performance of the mean of the three 
emissions in three models. Although the MSE of BPNN method is slightly higher than that of ARIMA 
method, the R2 shown by BPNN method is better than ARIMA, indicating that although BPNN method 
lacks generalization performance, its robustness is strong, and it can be proved that BPNN is a model 
suitable for long-term environmental index prediction. 

In order to predict environmental pollution, these models can be developed in the future, not only in 
the resource environment, natural disasters, but also energy development, industrial manufacturing and 
agricultural production, providing more powerful support for future technology and life.  
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