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Abstract: Under different environments, the accuracy of face recognition will be affected. For face image 
recognition, principal component analysis is used to extract the main features of face. Based on the 
classical bee colony algorithm, a preferred multi-objective bee colony algorithm is proposed in face 
image recognition. The algorithm has the ability of distinguishing and recognition, and the recognition 
accuracy reaches 96.7% in practical application. It has the characteristics of effectiveness and 
adaptability. 
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1. Introduction 

Face recognition is a kind of biometric identification technology based on people's facial features. A 
series of related technologies, also known as portrait recognition and face recognition, are used to collect 
images containing faces with cameras [1], automatically detect and track faces in the images, and then 
carry out face recognition on the detected faces. There are many methods applied to face recognition, 
such as BP neural network [2] algorithm to build a model. There are two - dimensional face reconstruction 
technology. How to accurately recognize faces in different environments has become the core problem 
of face recognition. 

2. Construction of an improved artificial bee colony algorithm 

2.1 Facial feature extraction with PCA 

Usually in face recognition, the image is regarded as a pixel matrix, a face image size of w×h, 
according to the column expansion, it can be regarded as the length of w×h column vector, equivalent to 
the image in a high dimensional space, the need to through some transformation to project the data in the 
high dimensional space to the low dimensional subspace, the redundant information to get rid of, so as 
to better classification. 

Principal component analysis is used to extract facial features (eyes, nose, mouth, etc.). The N 
features of the original data are replaced by fewer M features, so as to make the M features uncorrelated 
to each other as far as possible, and then the original N features are represented by the linear combination 
of M features. In the recognition process, the feature face is first formed into a space, and then the face 
image to be recognized is mapped to the feature face space. The specific steps are as follows: 

① Calculate the mean value µm and covariance matrix S of all samples, as shown in equations (1) 
and (2). 

𝝁𝝁 = 𝟏𝟏
𝑵𝑵
∑ 𝑿𝑿𝒊𝒊𝑵𝑵
𝒊𝒊=𝟏𝟏                                (1) 

𝑺𝑺 = ∑ (𝑿𝑿𝒊𝒊 − 𝝁𝝁)(𝑿𝑿𝒊𝒊 − 𝝁𝝁)𝑻𝑻𝑵𝑵
𝒊𝒊=𝟏𝟏                          (2) 

② Calculate the eigenvalues of the covariance matrix S, denoting the eigenvalues of the matrix as 
λ1, λ2... , λn, and order from largest to smallest, as in Equation (3). 

𝝀𝝀𝟏𝟏＞𝝀𝝀𝟐𝟐＞. . .＞𝝀𝝀𝒏𝒏                               (3) 

③ The vector corresponding to the first m eigenvalues is constructed into a matrix R. In general, if 
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the eigenvalue is smaller, the eigenvector is more likely to contain noise. Therefore, in practical 
application, the first m feature vectors are selected as the principal components extracted from PCA. 

2.2 Construction of preferred multi-objective bee colony algorithm 

The traditional ABC algorithm [3-4] mainly has the convergence defect of "precocious". Although it 
has good exploration ability, it lacks development ability, weak local search ability and relatively slow 
convergence speed.  

2.2.1 Multiple evolutionary goal setting 

In the artificial bee colony algorithm, according to the characteristics of the multi-objective evolution 
problem[5], the whole evolutionary population problem is divided into several subpopulation evolution 
problems, and each subpopulation corresponds to a human face feature for optimization calculation, so 
as to realize the evolution of the whole bee colony algorithm. A multi-objective optimization problem 
(MOP) is generally defined as follows: 

 
Where: x is the decision variable in Rn space; D is its domain of definition; f of x is the target function; 

g(x) and h(x) are constraint functions. The preference region is added to the solution set, and then the 
Pareto optimal solution set with multiple objectives is found to determine the Paretotrue set, so as to 
determine whether it is the target face region. 

2.2.2 The setting of the preference information area 

In the face recognition problem, the parameter range of a certain face feature is used as the Pareto 
frontier input multi-objective artificial bee colony algorithm as the face preference information region. 
Preference areas are defined as follows: 

𝑺𝑺 = 𝝅𝝅(||𝒙𝒙𝑯𝑯−𝒙𝒙𝑳𝑳||+||𝒚𝒚𝑯𝑯−𝒚𝒚𝑳𝑳||
𝟒𝟒

)𝟐𝟐                             (4) 

Where: S is the area of preference parameter;𝑥𝑥𝐻𝐻, 𝑥𝑥𝐿𝐿are the upper and lower bounds of parametric 
Euclidean space abscess; 𝑦𝑦𝐻𝐻,𝑦𝑦𝐿𝐿are the upper and lower bounds of parametric Euclidean space ordinate. 
Therefore, the preferred multi-objective artificial bee colony algorithm is constructed. 

The advantage of this search method is that the algorithm only needs to search the optimal solution 
near the preference region, but does not need to obtain the complete Pareto frontier, so the algorithm 
search scope is reduced, so it has higher recognition rate and convergence speed than the common multi-
objective algorithm. 

2.2.3 Steps of Preferred multi-objective swarm algorithm 

①kN initial positions are randomly generated in k different face parameter data to be searched 
according to Formula (5). 

𝒗𝒗𝒊𝒊𝒊𝒊 = 𝒙𝒙𝒊𝒊𝑳𝑳 + 𝒓𝒓𝒓𝒓𝒏𝒏𝒓𝒓(𝟎𝟎,𝟏𝟏) × (𝒙𝒙𝒊𝒊𝑯𝑯 − 𝒙𝒙𝒊𝒊𝑳𝑳)                     (5) 

Where 𝑣𝑣𝑖𝑖𝑖𝑖 is the position after the ith only searches for the JTH dimension;𝑥𝑥𝑖𝑖𝐿𝐿, 𝑥𝑥𝑖𝑖𝐻𝐻 are the lower 
bound and upper bound of the j-th dimension variable, respectively; rand (0,1) is a random number 
ranging from 0 to 1. 

②Input the preference parameter region, and guide the bees to search for the matching new honey 
source near the preference region according to formula (6). 

𝒗𝒗𝒊𝒊𝒊𝒊 = 𝒙𝒙𝒊𝒊𝒊𝒊 + 𝒓𝒓(𝒙𝒙𝒊𝒊𝒊𝒊 − 𝒙𝒙𝒌𝒌𝒊𝒊)                           (6) 

Where 𝑣𝑣𝑖𝑖𝑖𝑖 is the location of the new nectar source; r∈ [-1, 1] is a random variable; 𝑥𝑥𝑖𝑖𝑖𝑖is the j-
dimension position of nectar source i; 𝑥𝑥𝑘𝑘𝑖𝑖is the jth-dimension position of nectar source k, which is not 
i. 
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③ Compare the nectar source information after searching and select the better nectar source.  

④ The follower bees selected the nectar source leading the search according to the roulette strategy, 
and searched for new nectar sources near the nectar source according to Formula (6).  

⑤ Compare the quantity of nectar, and choose the best as the position of leading bees and nectar 
source, and the rest as the position of following bees.  

⑥  If the honey source remains unchanged after the set limit cycle, the honey source will be 
abandoned and the leading bees will turn into reconnaissance bees, generating a new honey source 
according to Formula (5).  

⑦ Return to step ② until the termination condition is met. 

According to the definition of multi-objective optimization problem, the objective function for each 
leader bee is:  

𝒎𝒎𝒊𝒊𝒏𝒏 𝒇𝒇(𝒙𝒙) = 𝒇𝒇𝟏𝟏(𝒙𝒙) − 𝒇𝒇𝟐𝟐(𝒙𝒙)                          (7) 

Where 𝑓𝑓2(𝑥𝑥) is the initial position of the face parameter, and 𝑓𝑓1(𝑥𝑥)is the position of the leading bee. 
Take its nearest value as the optimal objective function. The constraint conditions of the above objective 
function in the preference region are: 

||𝒎𝒎𝒊𝒊𝒏𝒏 𝒇𝒇(𝒙𝒙)||𝟐𝟐 ≤ 𝑺𝑺                              (8) 

Where S is the area of the preferred region, which is equivalent to limiting the positions of the leading 
and following bees to the preferred region, so as to repeatedly search for the optimal value within this 
range. The flow chart of the improved algorithm is shown in figure 1. 
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Figure 1: Face recognition process 

3. Results 

3.1 Comparative analysis of algorithms 

Iris data set was used to compare the recognition rate and recognition time between the preferred 
multi-objective bee colony algorithm and the classical artificial bee colony algorithm. The results show 
that when Versicolor data is used as the preferred region, the recognition rate of the improved preferred 
multi-objective colony algorithm is 12.57%, 7.98% and 6.87% higher than that of the classical artificial 
colony algorithm under no interference, mild random interference and random high interference, 
respectively. The average recognition rate increased by 9.14%. The time complexity decreases by 1.39 s, 
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1.19 s and 0.48 s, and the average clustering time decreases by 1.02 s, which proves the effectiveness of 
the improved algorithm. The algorithm comparison is shown in figure 2. 

 
Figure 2: Algorithm recognition rate and time complexity comparison 

3.2 Result analysis 

In this experiment, the ORL YALE database is used to collect the face images of 15 people, each 
person has 10 images, the image size is 112× 92, a total of 150 images. Details of the images include 
whether or not a frame is worn, the Angle of the eyes, the length of the hair, and the different expressions. 
In addition, the posture of human face also changes greatly. For example, the rotation Angle of human 
face can reach about 30°, and the size will also vary by 10%. A total of 60 groups of face recognition 
were carried out in the simulation experiment, among which 58 groups were correctly identified with an 
accuracy of 96.7%. 

4. Conclusions 

In this paper, PCA method is used to extract the main features in the face image, and then the improved 
artificial bee colony algorithm is used for iterative calculation. Finally, the matching speed is fast and the 
robustness is good.  
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