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Abstract: Symptoms of Alzheimer's disease are dullness, memory loss, and an inability to socialize. These
symptoms of Alzheimer's disease are caused by the shrinking of the brain, which leads to the death of
brain cells and prevents the patient from accessing his or her memories and making normal decisions.

Alzheimer's disease affects about 10 percent of people over the age of 65 in the United States. But even
with such a large number of patients, scientists still don't know much about Alzheimer's disease.

Currently, scientists believe that the dominant causes of Alzheimer's are age and family history. The
mainstay of diagnosing Alzheimer's disease is a combination of patient history, neuropsychology, and
MRIs, as well as the use of medications to slow down the disease (Alzheimer's disease is not curable at
the current state of medical care). However, as the United States and a growing number of countries
around the world experience declining fertility rates and aging societies, the number of patients with
Alzheimer's disease is beginning to increase. As a result, society's medical resources are becoming
overwhelmed by the diagnosis of Alzheimer's disease. Society needs a more efficient way to diagnose
Alzheimer's disease. Therefore, some scholars began to try to use Al deep learning to carry out the
prediction of Alzheimer's disease. After validation, the network model trained using Al deep learning can
now achieve a diagnosis of Alzheimer's disease accuracy better than that of ordinary neurologists. Thus,

it can be seen that the direction of Al deep learning is feasible for the future to solve the problem of
overloading the social healthcare system with Alzheimer's diagnosis. This paper is based on the FCN
model in Development and Validation of an Interpretable Deep Learning Framework for Alzheimer's
Disease Classification. We also used the same ANDI dataset as that paper. The model is an FCN and it
randomly selects 3000 voxels of size 47x47x47 from each MRI scan for each training session #go back
to the FCN section of the paper#. This FCN model is divided into six convolutional blocks. The first four
convolutional blocks are 3D Convolutional Layer #explain more about these four convolutional blocks#.

The remaining two convolutional blocks act as speedups for model efficiency #explain more about these
two convolutional blocks convolutional blocks (speedups for model efficiency)# . After training, the final
model that comes out can successfully predict the MRI images. After completing the reconstruction of
this model and going through 3000 epochs of training, the model is slightly less accurate #To be
completed#. But the model already has the ability to make predictions on MRI images.
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1. Introduction

Many families in the world are suffering from Alzheimer's disease. According to Alzheimer's
Association, sixty-seven million people over the age of 65 in the United States suffer from Alzheimer's
disease, which means that 1 in 9 people over the age of 65 is afflicted by Alzheimer's disease. Such a
high prevalence of the disease means that a large number of diagnoses are needed to distinguish which
patients actually have Alzheimer's. And the process of diagnosing whether or not a person has
Alzheimer's can be tedious. Neurologists need diagnostic tools, patient history information, and other
information to help make a more accurate diagnosis. These include brain imaging (MRI, CT, PET), CSF
(a test of the cerebrospinal fluid), and blood tests, which can be seen as a burden on society's healthcare
resources for a disease with such a high prevalence and a complicated diagnostic process.

Previously, some researchers have proposed a solution to the diagnosis of Alzheimer's disease by
using Al deep learning to diagnose Alzheimer's disease.

In Development and Validation of an Interpretable Deep Learning Framework for Alzheimer's
Disease Classification, researchers used the FCN model to predict Alzheimer's disease. Alzheimer's
disease prediction. The authors used data from the ADNI for model training, internal validation and
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testing, and then validated the model on the AIBL, FHS, and NACC to confirm the model's
generalizability (ability to cope with data from other data sets).

In the end, the researchers tabulated the accuracy of all the models and could see that they were
excellent at predicting Alzheimer's disease. They even exceeded the predictive accuracy of some
neuroscientists. But the researchers also point out that the biggest problem is the "black box" problem,
which means that doctors can't see exactly how the models work, or how they arrive at their results. As
a result, although the model can maintain a high level of accuracy when validated against multiple
datasets, it can't be used in the clinic[1-3].

2. Dataset

This thesis uses data from Phase I and Phase III of ADNI. In phase I there were 852 data including
MRI images but only about 400# interpreted number# of them were processed because the other half
were labeled as MCI (moderate symptoms) but the model trained by the code could only produce two
outcomes AD (with Alzheimer's disease) and CN (without Alzheimer's disease) therefore all the data for
the MCI condition was not used. In contrast, in the Phase III data there are 600 data including AD and
CN conditions. In addition to this, in the ADNI dataset, all subjects in Phase I had Subject ID, Status
(Alzheimer's disease or not), Gender, Age, MMSE, and APOE scores. However, in Phase III, only
Subject ID, Status, Gender, and Age were available, because the MMSE scores for Phase III were only
recorded for a subset of the population and the APOE scores for Phase III were not successfully obtained
for this thesis.

3. Environment Setup

Plugins downloaded using pip in the process of setting up the environment include:
1) PyTorch (1.1 or greater).

2) NumPy (1.16 or greater).

3) Matplotlib (3.0.3 or greater)

4) Tqdm (4.31 or greater).

4. Data preprocessing

After obtaining the data from ADNI the data is in .nii.gz format so the data needs to be decompressed
to get the .nii file. Then we need to use FSL Flirt to open and linearly register the .nii images. Currently,
FSL only supports Mac OS and Linux systems. This preprocessing is done on Mac OS. After obtaining
the linearly registered .nii files, they are converted to .npy format and subjected to z-score voxel
normalization, while the final step is to remove some outliers from the processed .npy files.

After the pre-processing of the data, the processed data and the code are transferred to a computer
with a GPU via a USB flash drive for subsequent training.
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Figure 1: Data Output

After preprocessing, a .jpg image is generated that corresponds to the .npy image, thus allowing the
training process to be visualized. As is shown in Figure 1.
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5. Visualization of the training process

Training method

Since the number of datasets is not very large (639 .npy images), the code automatically splits the
processed datasets into train set, test set, and valid set in the ratio of 46:39:13 after the preprocessing is
completed, which is relatively small compared to the number of train sets in normal training. In addition,
five splits of data between training and validation were performed to prevent overfitting.

Training model

The training epoch was set to 3000 but with subsequent rounds of training it was found that the
accuracy before 2000 rounds was actually very close to the accuracy of the subsequent rounds of training
#Figure #FCN The number of filters in the first layer of the FCN was set to 20. and the drop rate was set
to 0.5 which means that for every 100 packets between neurons, 50 of them would be used. packets will
be dropped thus reducing overfitting. Generally, the drop rate is set between 0.5 and 0.8. The patch size
is set to 47x47x47 which means that a 47x47x47 square is randomly sliced from a 3D image to be
processed and the batch size is set to 10 which means that 10 samples are processed before the model is
updated.

Training results

The best model after the first training (using data from ADNI Phase I) was saved at generation 2660.
This model achieved an accuracy of 0.79. Subsequent visualization of the project was done using this
model.

After the second training (using ADNI III data), very strangely, the best saved model was the model
from the Oth training. Its validation reached an accuracy of 0.89.

The third training (using ADNI III data) is more normal, and after 3000 rounds of training the best
model is saved in the 1620th model. The validation accuracy is 0.79 as in the first training[4-5].

6. Conclusions

Because Alzheimer's disease is difficult to diagnose and consumes a lot of social and medical
resources. Therefore, I would like to use the FCN model to predict the MRI map of a patient's brain in
order to categorize the patient's Alzheimer's condition. I trained the FCN model using the ADNI Phase I
and Phase III datasets to obtain and visualize a FCN model that can accurately predict Alzheimer's disease.
The first training was done using the ADNI Phase I data. The FCN model from the last two training
sessions was trained using ADNI Phase III data. The biggest difference between the two training sessions
is that apart from the number of subjects (one session has about 200 fewer subjects than the three
sessions), the three sessions do not have the MMSE and APOE scores. But this is what I wanted because
then MMSE and APOE are scores that require a doctor's help to do the tests to get. My main goal is to
reduce the amount of healthcare resources taken away from society so I would like to see if the accuracy
of the FCN model decreases in the absence of MMSE and APOE scores.

Based on the FCN model from the former study I was able to get the model trained efficiently.
Additionally another benefit of this model is that the SIZE of the inputs does not need to be consistent.
After completing the training three times, the accuracy of the first model trained with one phase of data
(0.79) was not as high as the accuracy of the last two models trained with three phases of data (0.89 and
0.79). This means that the MMSE and APOE scores do not have a significant impact on the accuracy of
the model[6-8].

I have initially made the first trained model into a web page using HTML and support people to
upload MRI images to the web page to classify the images. After a few tests, I think it is very feasible to
make Alzheimer's tests this way in the future and use the model to make quick predictions. In the web
page, the operator only needs to input age, gender, and MRI image in .nii format after Linear Registration,
and the prediction is very accurate after comparison. However, the biggest problem with this web page
is that the uploaded image must be a .nii image with Linear Registration. This can be optimized by adding
a function to automatically perform Linear Registration.
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