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Abstract: Most of the current research on text classification studies feature extraction or global 
information extraction at the surface level, which considers all features as important features, greatly 
increasing the model computational power. The existing text classification model bi-directional long 
short-term memory (BiLSTM) can learn text contextual information, but cannot be targeted to the 
extraction of important features and special attention. This paper incorporates the attention mechanism 
into the BiLSTM model, so that the model in the learning of contextual information, while the model This 
paper integrates the attention mechanism into the BiLSTM model, which makes the model learn 
contextual information while extracting locally important feature information, reduces the number of 
meaningless text features, and finally speeds up the convergence of the model, and ultimately achieves a 
higher accuracy of the classification results. 
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1. Introduction 

Currently, the Internet has entered the era of big data, a large amount of information is constantly 
generated, including text, audio, pictures, video, etc., of which the largest number of text information, 
access to a wide range of ways to network data, social media, user comments, including a number of 
paths can provide a good source of information for text data. However, the biggest difference between 
text data and other data types is its unstructured nature, i.e., the inner connection of each text is hidden 
in the semantic information, and it is not possible to obtain the internal semantic information from the 
external structure. Therefore, the key to solving the text classification problem lies in how to effectively 
obtain semantic information and effectively classify text information is particularly important, which 
also gave birth to the birth of text classification technology [1]. 

The purpose of text classification technology is to achieve automatic classification of text, to solve 
the problem of information clutter, to provide an efficient method of information classification and access 
to information, while text classification technology is also one of the basic technologies of data mining, 
which can initially process the text information, tag it with category labels, and provide a kind of coarse-
grained textual semantic information [2]. 

In specific domains, text categorisation techniques can also provide fine-grained text semantic 
information. For example, in the categorisation of reviews on shopping websites, text categorisation 
techniques can provide information about the emotional tendency of the reviews. In addition, text 
classification techniques have a fundamental role in the research of other areas of data mining. For 
example, some algorithms and models of text categorisation techniques have good results in the field of 
sentiment analysis, so text categorisation techniques are an area of great research value. 

2. Literature review 

Traditional text classification methods manually extract the features which are later fed into the 
classifier for training. Wang introduce a convolutional recurrent neural network for text classification, 
which enjoys both the advantages of convolutional neural networks for extracting local features from 
text and also those of recurrent neural networks (LSTM) in memory to connect the extracted features[1]. 
Yao et. Al propose to use graph convolutional networks for text classification[2]. Experimental results 
show that the improvement of Text GCN over state-of-the-art comparison methods become more 
prominent as (Yao et. al., 2019) lower the percentage of training data, suggesting the robustness of Text 
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GCN to less training data in text classification. Recently, deep neural networks have achieved promising 
performance in the text classification task compared to shallow models. Despite of the significance of 
deep models, they ignore the fine-grained (matching signals between words and classes) classification 
clues since their classifications mainly rely on the text-level representations. To address this problem Du 
introduce the interaction mechanism to incorporate word-level matching signals into the text 
classification task[3]. Bao Al explore meta-learning for few-shot text classification, demonstrate that the 
model consistently outperforms prototypical networks learned on lexical knowledge (Snell et al., 2017) 
in both few-shot text classification and relation classification by a significant margin across six 
benchmark datasets (20.0% on average in 1-shot classification)[4]. To tackle the problems, Huang 
propose a new GNN based model that builds graphs for each input text with global parameters sharing 
instead of a single graph for the whole corpus[5]. Experiments show that the model outperforms existing 
models on several text classification datasets even with consuming less memory.The key technology for 
gaining the insights into a text information and organizing that information is known as text classification. 
Shah study a comparative analysis of logistic regression, random forest and knn models for the text 
classification. A BBC news text classification system is designed[6].The task of text classification is 
usually divided into two stages: text feature extraction and classification. Inspired by the current trend of 
formalizing NLP problems as question answering tasks Chai propose a new framework for text 
classification, in which each category label is associated with a category description[7].Deep learning 
based models have surpassed classical machine learning based approaches in various text classification 
tasks, including sentiment analysis, news categorization, question answering, and natural language 
inference.Minaee provide a comprehensive review of more than 150 deep learning based models for text 
classification developed in recent years, and discuss their technical contributions, similarities, and 
strengths[8].The task of text classification is usually divided into two stages: text feature extraction and 
classification. Inspired by the current trend of formalizing NLP problems as question answering tasks 
Wu propose a new framework for text classification, in which each category label is associated with a 
category description[9].Deep learning--based models have surpassed classical machine learning--based 
approaches in various text classification tasks, including sentiment analysis, news categorization, 
question answering, and natural language inference. Minaee provide a comprehensive review of more 
than 150 deep learning--based models for text classification developed in recent years, and discuss their 
technical contributions, similarities, and strengths[10]. 

3. LSTM model based on attention mechanism 

3.1 The Long Short-Term Memory (LSTM) 

The Long Short-Term Memory (LSTM) network is a variant of the Recurrent Neural Network (RNN), 
a network structure originally introduced by Hochreiter et al. and gradually refined as a tool for dealing 
with time-series prediction problems.LSTM is different from the internal structure of the RNN network, 
which is subject to long term dependencies, whereas the internal structure of the network of the LSTM 
is more complex, and this is achieved by introducing the sigmoid function in combination with the tanh 
function. LSTM is different from the internal structure of RNN network, and the internal structure of 
LSTM network is more complex, by introducing the sigmoid function and combining it with tanh 
function, which is achieved by using the input gate, forgetting gate, and output gate, and the repeating 
module does not just have a simple tanh structure, so as to avoid the long term dependence of RNN, 
LSTM can regulate the state at any time through the structure of gates, and by adding the summation 
operation, LSTM has solved the problem of the disappearance of the gradient successfully, by connecting 
the short term memory and the long term memory. LSTM has the ability to delete or add nodes, the 
information is passed to the cell state through three gates, where the forget gate decides whether the 
previous cell information is passed to the current cell, the input gate determines the information update 
of the cell from the current input, and the output of the current cell is obtained based on the newest state, 
the previous output and the current input, which is also known as the output gate, and each of the gates 
is represented by the neural network, which has an input layer, a hidden layer, a hidden memory, and a 
hidden network, and each of them is represented by a neural network. Each gate is represented by a neural 
network with input, hidden and output layers. 

At time t, the LSTM has three input values, namely the input of the current network, the output of the 
previous network 1−th , and the state of the previous cell 1−tc . At the same time, the LSTM network 

produces two output values, namely, the output of the current moment th , and the state of the current 
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cell tc . The input gates control whether the information in the state cell is retained or deleted, and the 
output gates control the long-term state information of the state cell as the output of the current network. 
Long-term state information is controlled as the output of the current network. The following equation 
represents the update of each state cell at time t of the long and short term memory network. 

( )ftfhtfxt bhWxWf ++= −1σ  

)( 1 itihtixt bhWxWi ++= −σ   

)tanh(~
1 ctchtcxt bhWxWc ++= −                        (1) 

ttttt cicfc ~** 1 += −  

( )otohtoxt bhWxWo ++= −1σ  

( )ttt coh tanh*=  

whereσ is the sigmoid function, tx is the input at time t, tf , ti , and to represent the forgetting gate, 

input gate, and output gate, respectively, W is the weight matrix, and b is the bias matrix. 

The backpropagation algorithm is one of the most commonly used algorithms in training artificial 
neural networks, and it is also used for the training of LSTM. Specifically, the training algorithm of 
LSTM can be divided into three main steps. 

First, the outputs of all neural units are computed for the LSTM network forward, i.e., the outputs of 
all neural units are computed by Eq. (1) calculate the value of tf , ti , to , th , tc ; 

Second, the backward computation yields the error terms for all neural unitsδ  

Third, the weight gradient is calculated from the error term. 

Finally after processing all the time steps, we get a sequence of hidden states }{ nhhh ,......,1= . 

In traditional RNN and LSTM models, the acquired information can only be propagated forward, 
resulting in the state of moment t only depending on the information before it. For natural language 
processing tasks, the context of the words are critical, in order to obtain the contextual information 
contained in moment t, a bidirectional long short-term memory neural network (BiLSTM) model is 
proposed to capture the contextual information [1],the structure is shown in Fig. 1.The principle of 
BLSTM is to read the training data from both temporal directions and train the neural network. In 
BiLSTM, the prediction is done by connecting the left and right summary vectors. Since BiLSTM 
acquires both before and after information, it can produce better a prediction. 

 
Figure 1: BiLSTM 
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3.2 Attention mechanism 

Attention is an important cognitive function inherent in humans, which serves to enable individuals 
to selectively focus on the information they need while ignoring unimportant information [1]. In the case 
of limited computational resources, the attention mechanism becomes an efficient resource allocation 
tool, which helps to focus limited resources on processing more important information, thus effectively 
alleviating the information overload problem. This mechanism not only plays a key role in human 
cognition, but also has been applied in neural networks. 

Neural networks, as information processing systems, also need to cope with the challenge of large 
amounts of input information. By introducing a mechanism similar to human attention, neural networks 
can cope with information input in complex environments more effectively. Focusing on the processing 
of critical information can help to improve the efficiency of neural networks and enable them to learn 
and infer more accurately. 

The process of calculating the attentional mechanism is shown in equation (2),hit is the ith text 
representation vector at time t obtained by LSTM, Ww is the weighting matrix, αit weighting of 
attention,siis the weighted vector representation. 

( )tiwti hWu ,, tanh=  
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The collation design of the model in this paper is shown in Figure 2. 

 
Figure 2: Text classification process 
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4. Data pre-processing 

4.1 Data set production 

The data used in this paper is comment text data with two categories: positive and negative, where 0 
represents negative and 1 represents positive. The form of the dataset is shown in Figure 3. 

 
Figure 3: Comment dataset 

Use python language to clean the text data, use regular expression to extract the text content and 
category respectively, when processing the text, the length of each tweet is controlled by setting the 
variable pad_size, in this paper the size of pad_size is set to 20, then calculate the length of each tweet. 
If the length of the text is less than 20, fill the <PAD> mark at the end of the text, so that the text reaches 
the specified length, if the length of the text is more than 30, only the former pad size part is intercepted, 
and through this processing, all of the text is processed into a length of 20. After that, all the text will be 
converted into lowercase letters to complete the dataset production. In this paper, the training set, 
validator and test set are divided according to the ratio of 7:1:2. 

4.2 Word vector transformation 

After extracting the text and categories based on the original data, it is necessary to generate word 
vectors based on the text, i.e., to establish the one-to-one correspondence between words and vectors, 
and at the same time to establish the semantic connection between words. In this paper, we use 
word2vector to transform the text data into word vectors and retain the similarity of words and other 
properties. At the same time a dictionary matrix containing all the text sentences is generated, where the 
keys are the words and the values are the corresponding word vector tensors, and then by traversing the 
text in the dataset, the word vectors corresponding to each word are found and they are combined into 
vectors that represent the whole text. Also because the produced dataset is a supervised learning task 
with labels, the labelled data also needs to be processed and converted into the corresponding tensor 
representation. Finally, the text vectors and labels in the dataset are combined into training samples for 
neural network model training. The word vector form is shown in Figure 4. 

 
Figure 4: Word vector 

4.3 Parameterisation 

When training the model, the first step was to set up the model hyperparameters. The training period 
was set to 50, the training batch was set to 128, the word vector dimension was set to 100 dimensions, 
the hidden layer neurons were set to 128, the layer layer was set to 2, and the Adam optimisation 
algorithm was used to update the neural network weights. The model hyperparameters are set as shown 
in Table 1. 



Academic Journal of Computing & Information Science 
ISSN 2616-5775 Vol. 6, Issue 13: 92-98, DOI: 10.25236/AJCIS.2023.061314 

Published by Francis Academic Press, UK 
-97- 

Table 1: Hyperparameter settings 

parametric Value 
Word embedding 100 

BiLSTM hidden size 128 
n_layers 2 
Epochs 50 

Batch size 128 
Dropout 0.5 

Learning rate 0.001 
Training Periods (Epochs): In this paper, the training period of the model is set to 50 rounds, which 

is based on the training process of the model. During the experimental period, this paper conducted 
several trials on the model and observed the changes of training loss and validation loss. It was found 
that when the training period of the model reached 50 rounds, the performance of the model gradually 
stabilised and converged. Therefore, 10 rounds are chosen as the number of training cycles for the model 
proposed in this paper to adequately train the model and obtain the best performance. 

In conclusion, the selection of parameters in this paper is based on the results of repeated testing and 
observation of model performance, and efforts are made to ensure that these parameters can achieve the 
best model performance under the given hardware and dataset conditions in the experimental process, 
and satisfactory results have been achieved in the experiments[11-14]. 

5. Experimental results 

The task of this paper is to binary classify the review data and use the accuracy to evaluate the model 
performance. 

(1) accuracy 

The proportion of correct predictions out of the total of all predictions was used to evaluate the 
experimental results with the following formula. 

FNFPTNTP
TNTPaccuracy

+++
+

=
                         (3) 

In this paper, we finally get 96.69% accuracy on the test set, and the accuracy of the training set, 
validator, and test set during the training period is shown in Figure 5. 

 
Figure 5: Accuracy of each stage of model training process 

6. Conclusion  

In this paper, by integrating the attention mechanism into LSTM not only can extract the long-distance 
contextual information in the text, but also can extract the key local information in the tweets, which 
optimises the feature extraction ability of the model, so that the attention of the model can be more 
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focused on the extraction of the important information, and ultimately achieve a higher accuracy of the 
classification effect. 
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