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Abstract: In this paper, we aim to identify the countries with the most frequent nuclear weapons activity 

in the last decade and to predict the number of nuclear bombs in the world. First we developed the 

TOPSIS evaluation model and used the number of nuclear tests and the change in nuclear weapons as 

two indicators for the model. We eventually concluded that North Korea has been the most active country 

in developing nuclear weapons in the last decade. We then built a random forest prediction model to 

predict the number of nuclear-armed states. An LSTM prediction model was then built to predict the 

number of nuclear weapons in the world and in each country. The predictions gave us: the number of 

nuclear-armed states in the next 100 years is 8. The number of nuclear weapons per country in 2123 is: 

China (360), France (258), India (183), Iraq (91), North Korea (11), Pakistan (200), Russia (200), UK 

(191) and USA (3319). Finally, we conclude with a few recommendations for peace in the human world 

based on our findings. 
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1. Introduction 

With the rise of multilateralism and the changes in the international situation in recent years, more 

and more countries are using nuclear weapons as a means of defence for themselves. Although the 

number of nuclear bombs in the world today is far lower than before, they still pose a great danger to 

human life and mankind does not currently have the means to resist the consequences of a nuclear 

explosion. We have therefore analysed the nuclear testing activity of individual countries and predicted 

the number of nuclear bombs to provide some suggestions for ensuring peace in the human world. 

2. TOPSIS [1] model building 

2.1 Harmonisation of indicator types  

As the individual influencing factors are not all bigger the better, there are also individual factors that 

score higher the smaller their value, so first we have to positive all the factors. The formula for the 

forwarding process is as follows. 

  𝑥𝑧 = 𝑚𝑎𝑥 − 𝑥                                            (1) 

2.2 Standardised handling 

In order to eliminate the effect of different magnitudes, the already normalised matrix needs to be 

normalised. Assuming that there are n objects to be evaluated and m positive evaluation indicators, the 

positivisation matrix is composed as follows: 

𝑋 = [

𝑥11 ⋯ 𝑥1𝑚

⋮ ⋱ ⋮
𝑥𝑛1 ⋯ 𝑥𝑛𝑚

]                                  (2) 

We denote the normalised matrix as Z. Each element of Z is expressed as: 
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𝑧𝑖𝑗 = 𝑥𝑖𝑗/√∑ 𝑥𝑖𝑗
2𝑛

𝑖=1                                   (3) 

2.3 Calculating the score 

In the previous section we obtained the matrix after the criteria. 

𝑍 = [

𝑧11 ⋯ 𝑧1𝑚

⋮ ⋱ ⋮
𝑧𝑛1 ⋯ 𝑧𝑛𝑚

]                                  (4) 

Define maximum value:  

𝑍+ = (𝑍1
+, 𝑍2

+, ⋯ , 𝑍𝑚
+ ) = (𝑚𝑎𝑥{𝑧11, 𝑧21, ⋯ , 𝑧𝑛1}, 𝑚𝑎𝑥{𝑧12, 𝑧22, ⋯ , 𝑧𝑛2}, 𝑚𝑎𝑥{𝑧1𝑚, 𝑧2𝑚, … , 𝑧𝑛𝑚}(5) 

Define minimum value:  

𝑍− = (𝑍1
−, 𝑍2

−, ⋯ , 𝑍𝑚
− ) = (𝑚𝑖𝑛{𝑧11, 𝑧21, ⋯ , 𝑧𝑛1}, 𝑚𝑖𝑛{𝑧12, 𝑧22, ⋯ , 𝑧𝑛2}, 𝑚𝑖𝑛{𝑧1𝑚, 𝑧2𝑚, … , 𝑧𝑛𝑚} (6) 

Definition No. 𝑖(𝑖 = 1,2, ⋯ , 𝑛)distance of the evaluation object from the maximum value: 

𝐷𝑖
+ = √∑ (𝑍𝑗

+ − 𝑧𝑖𝑗)2
𝑚

𝑗=1
(7) 

Definition No. 𝑖(𝑖 = 1,2, ⋯ , 𝑛)distance of the evaluation object from the maximum value: 

𝐷𝑖
− = √∑ (𝑍𝑗

− − 𝑧𝑖𝑗)2
𝑚

𝑗=1
(8) 

From this we can calculate the number of 𝑖(𝑖 = 1,2, ⋯ , 𝑛) un-normalised scores for sample objects. 

𝑆𝑖 =
𝐷𝑖

−

𝐷𝑖
++𝐷𝑖

−(9) 

Afterwards, we normalised the unnormalised scores to remember to get to the final score. 

3. LSTM [2] model building 

3.1 Modeling the three key components 

The LSTM model has three main gates, namely the forgetting gate, the input gate and the output gate, 

the formulas and pictures of which are shown below. 

3.1.1 The forgetting gate 

The forgetting gate, as the name suggests, indicates how much of the state at the last point in time I 

should forget. For 𝐶𝑡−1, one would first look at the output ℎ𝑡−1 of the previous stage and the input 𝑥𝑡 of 

this stage and determine how much to let 𝐶𝑡−1, come to forget by sigmoid. Sigmoid=1 means to save 

more of the weight of 𝐶𝑡−1 and equal to 0 means to completely forget the previous𝐶𝑡−1. Its main formula 

is. 

𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)(10) 

3.1.2 The input gate 

First it will take the output ℎ𝑡−1 from the previous stage and the input 𝑥𝑡 from this stage and control 

by sigmoid how much is now to be added into the main plot Ct, i.e. the meaning of the first formula; then 

another alternative 𝐶𝑡̂  will be created, using tanh to control how much of the 𝐶𝑡  is to be added. 

Afterwards, by multiplying the two parts together, the total amount to be affected by 𝐶𝑡 is determined, 

and with the effect of the previous oblivion gate, it can be written as: 

𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)(11) 

𝐶
~

𝑡 = tan ℎ(𝑊𝐶 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)(12) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶
~

𝑡
(13) 
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3.1.3 The output gate 

In the last step, with the effect on Ct, we finally see how much we actually want to output: we use the 

sigmoid function to decide which part of Ct needs to be output, i.e. the 𝑜𝑡 of the first formula; after that, 

we put Ct into tanh to decide which part of Ct is finally output and multiply it with ot to get the final 

output. 

𝑜𝑡 = 𝜎(𝑊0[ℎ𝑡−1, 𝑥𝑡] + 𝑏0)(14) 

ℎ𝑡 = 𝑜𝑡 ∗ tan ℎ(𝐶𝑡)(15) 

3.2 Establishing evaluation criteria to evaluate the model 

Here we use the root mean square error as the evaluation criterion for the model, which represents 

the square root of the ratio of the square of the deviation of the predicted value from the true value to the 

number of observations, is used to measure the deviation of the predicted value from the true value, and 

is more sensitive to outliers in the data. 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑌𝑖 − 𝑓(𝑥𝑖))2𝑛

𝑖=1
(16) 

4. Random Forest prediction model[3] building 

4.1 Input sample set 

Input sample set 𝐷 = (𝑥1, 𝑦1), (𝑥2, 𝑦2), ⋯ (𝑥𝑚, 𝑦𝑚) 

4.2 Selecting the training and test sets 

The training dataset and sample features are randomly selected for T-round training, for 𝑡 =
1,2, … , 𝑇: 

The training set is randomly sampled for the tth time, and a total of m times are taken to obtain a 

sample set containing m samples 𝐷𝑡. 

The 𝑡th decision tree model 𝐺𝑡(𝑥) is trained with the sample set 𝐷𝑡. When training the nodes of the 

decision tree model, some of the sample features are selected from all the sample features on the nodes, 

and an optimal feature is selected from these randomly selected features to make the left and right 

subtrees of the decision tree. 

4.3 Output 

Output the ultimate strong learner 𝐹(𝑥) 

4.4 Build regression loss function 

Here we use a common loss function in regression models - the mean absolute error, which is the sum 

of the absolute values of the differences between the target and predicted values. It measures only the 

mean modal length of the error in the predicted value, regardless of direction, and takes values from 0 to 

positive infinity. Its calculation formula is. 

𝑀𝐴𝐸 =  
1

𝑚
∑ |𝑚

𝑖=1 (𝑦𝑖 − 𝑦𝑖̂)|                                  (17) 

5. Result 

5.1 Results from the TOPSIS method 

We use the TOPSIS method to rate how active each country has been in nuclear weapons research 

over the last 10 years. We create two indicators, the number of nuclear tests and the number of changes 

in nuclear weapons, and we find that both indicators are positive, i.e. the more tests and the greater the 

number of changes in nuclear weapons, the higher the level of research activity, and we use the code to 
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solve for each country's ranking and normalised score. The country rankings and normalised scores 

obtained are shown in Table 1. 

Table 1: TOPSIS method results 

Country Score Ranking 

China 0.101 2 

France 0.097 7 

India 0.099 3 

Israel 0.097 5 

North Korea 0.159 1 

Pakistan 0.099 4 

Russia 0.082 9 

South Africa 0.097 6 

United Kingdom 0.095 8 

United States 0.067 10 

From this, we see that North Korea has been the most active in nuclear weapons development in the 

last decade, and the United States has been the least active in nuclear weapons development. 

5.2 Results from the Random Forest prediction method 

In terms of forecasts for countries possessing nuclear weapons, we do not see any major changes in 

the nuclear-armed states in the future as the current world order has a series of restrictions on nuclear 

weapons, such as the Nuclear Weapons Non-Proliferation Treaty, and has been unanimously accepted by 

countries around the world. The test set and training set results of the Random Forest algorithm for the 

prediction aspect are shown in Figure 1. 

 

 

Figure 1: Prediction results for the training set (left) and test set (right) 

Since the number of nuclear-armed countries is an integer greater than zero, phenomena such as 

overfitting may occur when predicting, here we use the Random Forest algorithm for regression and 

prediction to eliminate overfitting. Here are the prediction results for the training and test sets. 
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As the number of random forests increases, the error plot of the predictions is shown in Figure 2. 

 

Figure 2: Plot of error, change in number of random forest 

From the graph we can see that the error rate of our model is decreasing as the number of random 

forest grows. During this period we calculated MAEs of 0.097666 and 0.37867 for the training and test 

sets respectively, which also reflects the high accuracy of the model in side[4-5]. 

As can be seen from the figure, the RMSE values for the training and test sets reached 0.14 and 0.41 

respectively, which is a very good prediction. After that we performed the prediction of the number of 

nuclear-armed countries in the next 100 years and obtained the following results. This is shown in Figure 

3. 

 

Figure 3: Projected number of nuclear-armed states over the next 100 years 

Our projections show that the number of nuclear-armed states will continue to hover between eight 

and nine over the next 100 years, and that in 100 years the number of nuclear-armed states is most likely 

to be eight, which is in line with the current internationally agreed and more appropriate number of 

nuclear-armed states. 

5.3 Results from the LSTM method 

For the prediction of the number of nuclear bombs in the world and by country, we use the LSTM 

prediction method for the prediction of the number of nuclear bombs, and the following is a 

demonstration of the error in the prediction process and a demonstration of the prediction for the world 

and by country. This is shown in Figure 4. 
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Figure 4: Graph of the change in the number of nuclear bombs in the world and in each country 

In the chart above, the a-j charts represent the total number of nuclear bombs worldwide, the number 

of Russian bombs, the number of US bombs, the number of British bombs, the number of North Korean 

bombs, the number of Indian bombs, the number of Chinese bombs, the number of French bombs, the 

number of Israeli bombs and the number of Pakistani bombs. 

Figure 5 illustrates how the error changes as the number of iterations in the machine learning process 

increases. 
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Figure 5: Plot of error variation during training 

As can be seen from the above graph, the RMSE and loss function values are decreasing as the number 

of iterations increases, and when the number of iterations reaches 1000, the RMSE reaches 0.05 and the 

loss function value approaches 0. This shows the accuracy of our model[6]. 

We have aggregated the number of nuclear weapons in the world and by country in 2123 to get the 

following figure 6. 

 

Figure 6: Map of the number of nuclear weapons in the world and by country, 2123 

6. Conclusions 

The above analysis shows that the global stockpile of nuclear bombs has remained at just under 

10,000 since 2016, and the trend shows that the number of nuclear bombs will remain low in 100 years, 

which is very important for world peace. Nuclear weapons should be banned and no country is prepared 

to deal with the catastrophe that would result from a nuclear explosion, especially the radioactive fallout 

from the use of nuclear weapons, which would spread worldwide. 

We therefore call on all countries, especially powerful countries such as the United States and Russia, 

to stick to the bottom line and to refrain from the active use of nuclear weapons and from nuclear 

confrontation, which, if it were to take place, would only end in defeat for both sides. The remaining 

nuclear weapons today must be closely guarded and must not be allowed to fall into the hands of terrorists; 

the loss of even just one would be an eternal pain for the people of the world. 

Firmly prohibit the development of nuclear weapons by non-nuclear states, refrain from assisting 

non-nuclear states in the manufacture of nuclear weapons, and keep the number of states possessing 

nuclear weapons at a consistently low level. Resolutely prohibit nuclear states from building new nuclear 



Academic Journal of Mathematical Sciences 

ISSN 2616-5805 Vol. 4, Issue 1: 44-51, DOI: 10.25236/AJMS.2023.040107 

Published by Francis Academic Press, UK 

-51- 

weapons to develop new types of nuclear weapons. Only then will we be responsible for humanity and 

for ourselves! 
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