Method for Cleaning Outliers in Massive Data of Internet of Things Based on Hierarchical Clustering Algorithm
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Abstract: In order to clean the outliers of massive data in the Internet of Things and improve the security of data mining and storage, a method of cleaning the outliers of massive data in the Internet of Things based on hierarchical clustering algorithm is proposed. Levenshtein matching method is used to construct the abnormal feature analysis model of massive data of the Internet of Things, and the method of attribute value correlation analysis is combined to classify the aggregate words of massive data of the Internet of Things, dynamic feature weighting method is used to match the equivalent attribute values of data abnormal values, evidential reasoning framework is used to realize hierarchical clustering of data, and the probability of abnormal value distribution of massive data of the Internet of Things is detected according to the matching probability of related attribute values. Combining the method of levenstein and attribute value correlation analysis, hierarchical clustering of data is realized based on the method of aggregate word vector, and the outliers of data are cleaned according to the clustering results. The simulation results show that this method can improve the data purity, reduce the interference of abnormal data and reduce the computational complexity, and has better matching effect and wider applicability.
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1. Introduction

With the continuous development of information technology and big data, the Internet of Things, as a new network structure, is widely used in the fields of data monitoring and information perception. Through the networking technology of the Internet of Things and wireless sensor networking, it is especially proposed in the "Twelfth Five-Year Plan" of the Internet of Things issued by the Ministry of Industry and Information Technology. Information processing technology (including mass data storage, data mining, intelligent analysis of images and videos), information perception technology, information transmission technology and information security technology are listed as four technological innovation projects[1]. At present, with the large-scale development of Internet of Things technology, the data scale in the Internet of Things system is increasing, so it is necessary to focus on the research on the method of cleaning the abnormal values of mass data in the Internet of Things, mine highly reliable association rule parameters from data with quality defects, and realize dynamic monitoring of abnormal data through data collection, transmission and processing[3].

In the research on the abnormal value cleaning of massive data in the Internet of Things, data evaluation, data cleaning, data monitoring and error warning are realized through the analysis of data quality problems, data improvement and management[3]. At present, the methods for cleaning the abnormal value of massive data in the Internet of Things mainly include entity analysis, attribute value matching and missing value filling, etc. In reference [4], an abnormal data detection and cleaning method based on duplicate record detection is proposed. The regular entity matching method is used to detect the abnormal data of repeated records, and the attributes are evaluated according to the information gain on the training data set to improve the cleaning ability of abnormal data. However, this method has poor reliability in dynamic detection of abnormal data. In reference [5], an outlier cleaning method based on the best combination of classification attributes is proposed. The entity matching method based on probability model can obtain the dynamic parameters of data and improve the classification ability of abnormal data, but this method has poor dynamic matching ability for network data. In reference [6], an algorithm for abnormal data detection and entity matching of Internet of Things data based on adaptive neural network learning is proposed, which realizes abnormal
detection of massive data through word vector feature matching in deep learning, but the matching effect of this method depends on the selection of initial parameters.

Aiming at the disadvantages of traditional methods, this paper proposes a method of cleaning outliers in massive data of Internet of Things based on hierarchical clustering algorithm. Levenshtein matching method is used to construct the abnormal feature analysis model of massive data in the Internet of Things, and the method of attribute value correlation analysis is combined to classify the aggregated words of massive data in the Internet of Things, and the dynamic cleaning of abnormal data values is realized based on support vector machine and decision tree. Finally, the experimental test shows the superior performance of this method.

2. Abnormal data analysis and related word classification of massive data in Internet of Things

2.1 Internet of Things massive data abnormal data analysis

In order to realize the anomaly detection of massive data in the Internet of Things, unsupervised deep learning method is adopted to establish the feature analysis model of outliers of massive data in the Internet of Things and build a network learning model[7], as shown in Figure 1.

![Figure 1: Dynamic learning model of Internet of Things data](image)

When there is abnormal data, it is encoded twice, and the encoder learns the characteristic analysis method of time series, and optimizes its own objective function through the generator and discriminator, so as to obtain the diversity learning function of the generated samples of Internet of Things data, which is expressed as:

\[
\min_{G} \max_{D} V(D, G) = \max_{D} E_{x \sim p_x}[\log(D(x))] + \\
\min_{G} E_{z \sim p_z}[\log(1 - D(G(z)))]
\]

(1)

Where, the minimax game function is expressed as \( V(D, G) \), which has undergone twice coded abnormal fuzzy mapping on massive data, and is expressed as \( \mathcal{E} : x \to z \). The discriminant is trained by Wasserstein-1 distance, and the time series analysis model of abnormal data is constructed. The penalty function is constructed by the sample generator, and the data is coded and mapped to the potential space again, so as to obtain the entity matching model based on learning[8]. Through the dependence analysis of conditional function, the template function of automatic tuple matching in large-scale relational data is expressed as:

\[
p(s | w, c_d) = \prod_{w \in \mathcal{S}} \left( \alpha p(w) + (1 - \alpha) \exp \left( \tilde{c}_d w \right) / \tilde{c}_d \right)
\]

(2)
Where, $S$ is a similarity measurement parameter, $C_d$ is a neighbor missing distribution function, $\alpha$ is a neighbor tuple, $p(w)$ is a matching rule function, $Z_{c_d}$ is a neighbor tuple, and $R_1$ and $R_2$ are detailed matching rule for mining. Given the association rule items from the distribution areas of two mass data target attribute sets, $Y_1, Y_2$ are expressed as: the target ordered pair set with equivalent attribute values is $S$:

$$S = \{ <y_i, y_j> | <y_i, y_j> \in Y_1 \times Y_2 \land y_i = y_j \} ,$$  \hspace{1cm} (3)

Where, $y_i, y_j$ represent the entity object set of mass data distribution in the Internet of Things. When $Y_1 = Y_2 \land R_1 = R_2$ is met, an abnormal feature analysis model of mass data in the Internet of Things is constructed by using levenshtein matching method, and the aggregation words of mass data in the Internet of Things are classified into multiple related data by combining with attribute value correlation analysis method\cite{9}, so that the problem of equivalent attribute value is transformed into the problem of matching equivalent attribute values in the data table. According to Bayesian theory, the conditional probability density of basic model matching through related attributes is:

$$P(y_1 = y_2) = P(y_1 = y_2 \mid x_1 = x_2) \cdot P(x_1 = x_2)$$  \hspace{1cm} (4)

Where, $x_1 \in X[y_1]$, $x_2 \in X[y_2]$, $P(x_1 = x_2)$ represent generalized correlation analysis to approximate the two conditional probabilities on the right. Conditional probabilities are essentially obtained by matching the existing attributes of related entities X and Y, and the generalized correlation eigenvalues of abnormal data of massive data in the Internet of Things are obtained:

$$f(Y, X) = \frac{P(y_1 = y_2 \mid x_1 = x_2)}{P(x_1 = x_2 \mid y_1 = y_2)}$$  \hspace{1cm} (5)

To sum up, the matching probability of ordered pairs is estimated as $<y_1, y_2>$, and the dynamic feature weighting method is used to match the equivalent attribute values of data outliers\cite{10}.

2.2. Related word clustering

The hierarchical clustering of data is realized by using the framework of evidential reasoning, and the probability of outlier distribution is detected according to the matching probability of related attribute values\cite{11}. The matching probability can be expressed as

$$P(y_1 = y_2) \approx f(Y, X) \cdot P(x_1 = x_2)$$  \hspace{1cm} (6)

Set two attribute values of massive data of the Internet of Things to match if and only if they are completely equal, and get the correlation factor of Y and X:

$$f(Y, X) = \frac{P(y_1 = y_2)}{P(x_1 = x_2)}$$  \hspace{1cm} (7)

The extended model not only considers the same attribute values, but also extends the basic model to obtain the similarity between the ordered pairs of related words:

$$P(x_1 = x_2) = \text{sim}(x_1, x_2)$$  \hspace{1cm} (8)

Calculating the average similarity of outliers in massive data of Internet of Things
\[
P(x_{i1} \approx x_{j2}) = \frac{\sum_{i,j} \text{sim}(x_{i1}, x_{j2})}{|X[y_1]| \cdot |X[y_2]|}
\]

(9)

Where, \( x_{i1} \in X[y_1], x_{j2} \in X[y_2], \text{sim}(x_{i1}, x_{j2}) \) represents the distribution levenshtein, average similarity and matching order even value of tuples within equivalence classes of massive data in the Internet of Things:

\[
P(x_{ai} \approx x_{aj}) = \frac{\sum_{i,j} \text{sim}(x_{ai}, x_{aj})}{|X[y_a]| \cdot (|X[y_a]| - 1) / 2}
\]

(10)

By using the method of attribute value correlation analysis, multiple attribute values are spliced into one attribute value, and the related word analysis model of massive data in the Internet of Things is constructed. The problem of attribute value matching is modeled as a classification problem, which improves the dynamic cleaning ability of outliers\(^{(12)}\).

3. Cleaning optimization of outliers in massive data

3.1. Massive data outlier filtering

On the basis of the above-mentioned model of abnormal data analysis and related word classification of massive data in the Internet of Things, an abnormal value filtering analysis model of massive data is constructed, and hierarchical clustering of data is realized by using the framework of evidence reasoning, and the probability of abnormal value distribution of massive data in the Internet of Things is detected according to the matching probability of related attribute values\(^{(13)}\). By using the method of conditional correlation factor analysis, the conditional correlation factor between abnormal value attribute value \( X \) and attribute value \( Y \) is obtained as follows:

\[
ccf(X, y_a) = \frac{P(x_{ai} \approx x_{aj})}{P(x_i \approx x_j)}
\]

(11)

Where, \( x_{ai}, x_{aj} \in X[y_a], \quad x_i, x_j \in X[R] \), describes the outlier component that measures the performance difference of candidate attributes. Given the target attribute \( Y \) and a candidate association attribute \( X \), the conditional association density between the normal value and the outlier of massive data is obtained. Through the weighted calculation of \( ccf(X, y_a) \):

\[
ccf(X, y_a) = \sum_{y_a \in Y} (w_a \cdot ccf(X, y_a))
\]

(12)

Where, \( y_a \in Y \) is a differential attribute value, and the ordered even equivalent probability of outlier distribution of massive data is described as:

\[
P(y_i \approx y_j) = f(Y, X_1) \cdot P(x_{i1} = x_{1j})
\]

(13)

The performance difference expression of outliers in massive data is:

\[
f(Y, X_1) \cdot P(x_{i1} = x_{1j}) - f(Y, X_2) \cdot P(x_{i2} = x_{2j})
\]

(14)

 Normalize the above formula, use dynamic feature weighting method to match the equivalent attribute values of data outliers, and use evidential reasoning framework to realize hierarchical clustering of data\(^{(14)}\), and get the normalized clustering model parameters as follows:

\[
D_{(y_i,y_j)}(X_1, X_2) = \left| 1 - f(Y, X_1) \cdot \frac{P(x_{i1} = x_{1j})}{P(x_{i1} = x_{1j})} \right|
\]

(15)
The algorithm of generating attribute combination is used, and the hierarchical clustering algorithm is adopted to obtain the correlation factor, which is recorded as:

\[ f(X_1[y_i], X_2[y_j]) = \frac{P(x_i = x_{ij})}{P(x_i = x_{ij})} \]  
(16)

Based on each selected attribute, the abnormal eigenvalue of massive data is estimated, and the logarithm of conditional correlation factor is obtained, and then the filtered output of abnormal value is:

\[ D_{(y_i,y_j)}(X_1,X_2) = 1 - \frac{f(X_1,X_2)}{f(X_1[y_i], X_2[y_j])} \]  
(17)

Wherein, \( f(X_1,X_2) \) represents the matching function of correlation attributes, and assigns a correlation factor to each element to realize the filtering of outliers in massive data.

### 3.2. Cleaning of massive data outliers

In outlier cleaning, it is necessary to characterize the aggregate word vector and evaluate the joint distribution, and get the formula for calculating the feature distribution of the aggregate word vector between the outliers of \( D(f_i,y_j) \), \( f_i \in F \), \( y_j \in Y \) massive data and the two target attribute values.

\[ D_{y_j} = \sum_{k \in \mathcal{D}(f_i,y_j)} v_k \]  
(18)

Wherein, \( v_k \) represents the word vector representation from the massive data combination \( r_k[X] \), and the similarity of the corresponding aggregation feature distribution can be obtained by calculating the similarity of the aggregation word vector of the massive data outliers, which is described as:

\[ \text{cohesion}(y_1,y_2) = \frac{D_{y_1} \cdot D_{y_2}}{\|D_{y_1}\|_2 \cdot \|D_{y_2}\|_2} \]  
(19)

Using standardized factor expression and feature reconstruction, the abnormal value distribution of massive data of the Internet of Things in the whole corpus is obtained, and through the aggregation layer, the vector of node features is formed:

\[ U_{y_j} = \frac{D_{y_j}}{\|D_{y_j}\|_2} \]  
(20)

Combined with the probability detection results of outlier distribution, the hierarchical clustering of data is realized based on the method of levenshtein and attribute value correlation analysis, and the outliers are cleaned according to the clustering results\(^{[15]}\).

### 4. Experimental test

The hybrid programming of C++ and Matlab 7 is used to process the clustering algorithm of outlier information of massive data in the Internet of Things. The algorithm is tested on the DBLP data set, and VCA infers the equivalence of journal through the author attribute. In the first case, we adjust the data set size from 200k to 800k K. In Hadoop cloud platform, the structural model of the Internet of Things massive data abnormal value information database is constructed. Based on the similarity of set word vectors and the matching method of equivalent attribute values, the initial sample size is 1200, and the fuzzy coefficient \( m \) is set to 2. In this paper, the equipment status data of the Internet of Things monitoring platform generated by AGV in the automated terminal includes the information of the equipment's running state, power, running speed and running power at a certain moment, which belongs to typical Internet of Things data and is divided into 9 data sets.
Table 1: Data set of Internet of Things

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Data scale</th>
<th>Data size /GB</th>
</tr>
</thead>
<tbody>
<tr>
<td>IoT1</td>
<td>231703</td>
<td>10.22</td>
</tr>
<tr>
<td>IoT2</td>
<td>216056</td>
<td>13.16</td>
</tr>
<tr>
<td>IoT3</td>
<td>309858</td>
<td>11.31</td>
</tr>
<tr>
<td>IoT4</td>
<td>205425</td>
<td>8.48</td>
</tr>
<tr>
<td>IoT5</td>
<td>237773</td>
<td>9.30</td>
</tr>
<tr>
<td>IoT6</td>
<td>380845</td>
<td>14.20</td>
</tr>
<tr>
<td>IoT7</td>
<td>224361</td>
<td>14.71</td>
</tr>
<tr>
<td>IoT8</td>
<td>243914</td>
<td>7.44</td>
</tr>
<tr>
<td>IoT9</td>
<td>322931</td>
<td>11.86</td>
</tr>
</tbody>
</table>

According to the above test data and environment, the abnormal values of massive data of the Internet of Things are cleaned, and the aggregation words of massive data of the Internet of Things are classified into multiple related data by combining the method of attribute value correlation analysis, as shown in Figure 2.

Figure 2: Internet of Things massive data classification
According to the classification result, hierarchical clustering of data is realized, and the clustering result is shown in Figure 3.

![Figure 3: Data Hierarchical Clustering Results](image)

According to the clustering result in Figure 3, outlier cleaning is realized, and the cleaning result output is shown in Figure 4.

![Figure 4: Data Outlier Cleaning Output](image)

Analysis of Figure 4 shows that this method can effectively clean the outliers of massive data in the Internet of Things, and the feature spectrum clustering is good. The complexity of cleaning the outliers of massive data in the Internet of Things by different methods is tested, and the comparison results are shown in Figure 5.

![Figure 5: Performance comparison](image)

By analyzing Figure 5, it is known that this method is used to clean the abnormal values of massive data in the Internet of Things, which improves the purity of data, reduces the interference of abnormal
data and reduces the computational complexity.

5. Conclusions

In this paper, a method of cleaning outliers in massive data of Internet of Things based on hierarchical clustering algorithm is proposed. An unsupervised deep learning method is adopted to establish an analysis model of outlier characteristics of massive data in the Internet of Things, a penalty function is constructed by a sample generator, the data is encoded and mapped to a potential space again, a learning-based entity matching model is obtained, hierarchical clustering of data is realized by using an evidential reasoning framework. According to the matching probability of related attribute values, the abnormal value distribution of massive data in the Internet of Things is detected, hierarchical clustering of data is realized based on the method of aggregate word vectors, and the abnormal values of data are cleaned according to the clustering results. The research shows that this method improves the clustering and secure storage access ability by detecting the anomaly of massive data in the Internet of Things.
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