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Abstract: Missing data is common in life. The processing of missing data is the key to classification. 

Therefore, using the existing reliable data set to complete the missing data is a common and necessary 

method. These methods have an important impact on dealing with the fuzziness and uncertainty in the 

data set. Therefore, it is necessary and effective to use accurate data and attribution methods to attribute 

missing data sets. This paper presents a new missing data classification method. Firstly, the center vector 

representing each class is calculated by using the training samples. The missing values are then 

estimated using the center of each class. By comparing the performance of three different interpolation 

methods in different test data sets, the final results show that the proposed method performs best in 

general. 
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1. Introduction 

Missing data has become a common problem in practical applications, especially in the medical field. 

There are many reasons for the lack of medical research data. For example, patients' test results can not 

be obtained within the specified time, resulting in the loss of some data[1]. It may also be due to data 

acquisition equipment failure and other reasons. Once the data is missing, it will affect the accuracy of 

judgment. Research shows that the more data loss, the lower the performance of classification 

algorithm[2]. Therefore, classifying these missing data is both important and challenging. 

At present, There are also two types of interpolation for missing values: single value interpolation 

and multi value interpolation[3]. The latter has a huge amount of computation, which makes it a big 

challenge. For single value interpolation, we already have many methods. The easiest way to deal with 

the missing data is to discard them directly. It will lead to the loss of useful information and have a greater 

impact on research. Therefore, the more common method is to perform data interpolation, such as zero 

interpolation (ZI)[4], mean interpolation (MI)[5], k-nearest neighbor interpolation (KNNI)[6].  

This paper presents an effective method for missing data classification. Firstly, we use the training 

samples to calculate the center vector representing each class. Different center classes estimate the 

missing values. Because the distance from incomplete samples to different class centers is different, we 

believe that the closer the class center is, the more critical it plays in interpolation. In this paper, we use 

the weighted average of the class center to estimate the missing value. Then, the incomplete samples 

after interpolation are classified. This paper classifies and compares the missing data sets with ZI and MI 

methods. 

2. The proposed method 

MI is widely used. The mathematical definition of mean is as follows: 

𝐴𝑛 =  
𝑎1+𝑎2+⋯+𝑎𝑛

𝑛
                                 (1) 

It is not difficult to see that the MI needs to use the mean of all data attribute values that are not 

missing in the data set and the obtained mean interpolate to the missing data. In this method, the sample 

size remains unchanged, but the variability of data is reduced. Therefore, standard deviation and variance 

estimates are often underestimated[7]. 
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ZI and MI have certain limitations, and there may be large errors. If the interpolation data error is 

large, the classification effect will be affected. This paper presents a new classification method. The 

proposed method can effectively avoid the situation that the large difference of attributes in different 

categories of data set leads to large filling error when using the MI. The realization of the proposed 

method first requires the mean of each category in the data set, and then calculates the distance from the 

missing data to the mean of each category. In this paper, the Euclidean distance is used to calculate the 

distance. Using the obtained distance 𝑑𝑖, according to the formula: 

𝐹 =  
∑
𝑛

𝑖=1
𝑑𝑖

𝑑1
+

∑
𝑛

𝑖=1
𝑑𝑖

𝑑2
+ ⋯

∑
𝑛

𝑖=1
𝑑𝑖

𝑑𝑛
                            (2) 

F is obtained, and the weight of each class is calculated according to F: 

𝑓𝑖 =  
∑
𝑛

𝑖=1
𝑑𝑖

𝑑𝑖×𝐹
                                   (3) 

According to formula (3), (5), the weighted mean value is obtained: 

�̅� = 𝐴1 × 𝑓1 + 𝐴2 × 𝑓2 + ⋯ + 𝐴𝑛 × 𝑓𝑛                      (4) 

After the interpolation value is calculated by this method, three classifiers are used to classify this 

part of data. The algorithm flow chart of this method is shown in figure (1). 

 

Figure 1: The algorithm flow chart 

3. Experimental design 

3.1. Datasets 

In this paper, three datasets (dataR2, heart_failure_clinical_records_dataset, pd_speech_features) are 

selected from the UCI machine learning library, the (Prostate_Cancer) dataset is downloaded from kaggle. 

The performance of ZI, MI, and this paper method is compared. Data sets include number and 

classification features, whose main features are shown in Table 1. 
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Table 1: The datasets used in our experiments 

Dataset # Instances #features #classes 

dataR2 116 9 2 

heart_failure_clinical_records_dataset 299 12 2 

pd_speech_features 756 754 2 

Prostate_Cancer 100 8 2 

3.2. Missingness mechanism 

Data missing mechanisms generally fall into three categories: missing complete at random, missing 

at random (MAR) and missing not at random[8]. In this paper, missing complete at random is used to test 

20 % of the complete data set as a test set and the remaining data as a training set. Each data in the test 

set is randomly lost greater than or equal to 1 but not completely lost several attribute values to achieve 

the purpose of missing data.  

3.3. Comparison method 

The experimental comparison of ZI and MI methods with this paper method. Three methods are used 

to interpolate missing data and classification. K-nearest neighbors classifier, random forest algorithm and 

decision tree algorithm are used to classify the processed data. Use Accuracy, precision, Recall and F1-

score to compare the classification results. 

3.4. Experimental results 

K-nearest neighbors[9] classifier was used to conduct five experiments on four datasets using three 

interpolation methods, and the average value of the experiment was calculated, as shown in figure (2), 

(3), (4) and (5). 

 

Figure 2: pd_speech_features                     Figure 3: dataR2 

 

Figure 4: heart_failure_clinical_records_dataset          Figure 5: Prostate_Cance 

Decision tree[10] classifier was used to conduct five experiments on four datasets using three 

interpolation methods, and the average value of the experiment was calculated, as shown in Figure (6), 

(7), (8) and (9). 
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Figure 6: pd_speech_features               Figure 7: dataR2 

 

Figure 8: heart_failure_clinical_records_dataset           Figure 9: Prostate_Cance 

Random forest[11] classifier was used to conduct five experiments on four datasets using three 

interpolation methods, and the average value of the experiment was calculated, as shown in Figure (10), 

(11), (12) and (13). 

 

Figure 10: pd_speech_features           Figure 11: dataR2 

 

Figure 12: heart_failure_clinical_records_dataset         Figure 13: Prostate_Cance 

The above results show that when using the same data set and classifier, the accuracy of this method 

is higher than the other two methods. Compared with K-nearest neighbors algorithm and decision tree 

algorithm, random forest algorithm has better performance. 
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4. Conclusion 

Through the analysis of the experimental results, it can be seen that the accuracy of the proposed 

method is higher than that of Zi and Mi methods. The accuracy has also achieved good results. Compared 

with Zi method and MI method, the method proposed in this paper has more advantages. 
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