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Abstract: As one of the main components of the urban interior, buildings play a pivotal role in the
construction of smart cities. In order to segment the structural characteristics contained in building
facades more accurately and efficiently and intelligently, this paper constructs a small building facade
dataset based on on-board LiDAR point clouds, and improves it based on the original PointNet++
network by adding a multi-headed attention mechanism module in model feature extraction; in model
training, an extraction function is introduced after the training function for unlabelled In terms of model
training, an extraction function is introduced after the training function to extract features from the
unlabelled building facade data, and the extraction results are finally given labels and saved to the
training data set, so as to achieve the effect of enhancing the training sample data, and by improving the
model structure and model training method, the effective extraction of building facade features is
achieved. The final accuracy of the proposed method is 88.2% and the average intersection-to-merge
ratio (mloU) is 77.1%, which is 1% and 3.3% higher than the original PointNet++ network respectively.

Keywords: deep learning; PointNet++; In-vehicle LiDAR point cloud; building facade; feature
extraction

1. Introduction

With the successive concepts of smart earth and smart city, there are higher requirements for the
construction of fine 3D models of buildings, and whether the internal feature information of the fagade,
as an important part of the building, can be extracted finely directly affects the final construction accuracy
of the building model. In recent years, the traditional algorithm in the extraction of building facade point
cloud feature information has been quite in-depth research!'!, the extraction of higher and higher
accuracy, however, its shortcomings are: (1) need to artificially find the laws and features contained
within the object of study; (2) extraction process is relatively complex, need to interactively set multiple
parameter values, the degree of intelligence is relatively low, the universal applicability is relatively poor.
With the gradual maturation of deep learning in processing 2D data, research workers gradually
introduced point cloud data into the framework of deep learning for processing, initially indirectly
converting 3D irregular point cloud data into regular 2D data, such as projection-based methods!®+
voxel-based methods!'%'¥, and multi-view-based methods!!*'7 which have the advantage that they can
apply mature deep learning network models for processing, with the disadvantage that some important
feature information is lost during the data transformation process. Because of the irreplaceable
advantages of 3D point cloud data over image data, deep learning based directly on point cloud data has
gradually become a hot topic of research for scholars at home and abroad3!?. At present, deep learning
is mainly based on public datasets, and its practical application is more for classification and
segmentation of buildings with large scenes of airborne LiDAR point clouds!?>?*¥), while relatively little
research has been conducted on the extraction of building fagade point cloud features.

Most of the current research scholars' improvement strategies for deep learning networks are aimed
at the network structure of the model, through methods such as structural optimization or substitution, so
as to improve the accuracy of the model's results in processing data®*?7.. In this paper, based on the
original PointNet++!"I network model, we first add a multi-headed attention mechanism to the feature
extraction part of the model to further improve the network's ability to extract feature information, and
improve the training part of the model on this basis by introducing unlabelled elevation datasets, which
are automatically added to the training dataset after multiple cycles of network processing, to complete
the training dataset. This can largely reduce the workload of constructing the dataset and effectively
improve the accuracy of the network in extracting the feature information of building facades.
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2. Principle of the algorithm
2.1 PointNet++ network model improvement strategies

In order to further improve the accuracy of the network in the extraction of building facade feature
information, this paper proposes an improved version of the PointNet++ network, and the overall
structure of the network model is shown in Figure 1. The network is internally divided into two parts:
encoding and decoding. The overall computational process of the network is shown in Figure 2, where
the input data is used for local feature extraction through the SA1 module, in which the number of original
point cloud data is first downsampled from 2048 to 512 using Farthest Point Sampling (FPS), and the
512 points obtained are used as the centroids of the local area. The SA2 module takes the results obtained
from SAI as input, downsamples the number of points from 512 to 128 using FPS, groups them with a
radius of 0.4 and a maximum of 64 nearest neighbours. The obtained feature information is passed to the
multi-headed attention mechanism module and the maximum pooling module respectively, and the
results of both are fused as the feature information of each centroid; the output of SA2 module is used as
the input of SA3, which divides the input 128 points into a group and extracts the global feature
information through PointNet feature information.

In the process of decoding, the network first passes the results obtained from SA2 and SA3 into FP1,
finds the three points with the shortest distance to each of the 128 points inside SA2 inside SA3, and after
linear interpolation processing of the three point features queried, the 128 points obtain the corresponding
interpolated feature information, splices the feature information of the original SA2 with it, and after
MLP processing, the point features of FP1 are obtained; afterwards, the results obtained from SA1 and
FP1 layers are passed into FP2 layer, and after the same process, the output results of FP2 are obtained;
the original point set and FP2 results are passed into FP3 as input, and the feature information is obtained
after linear interpolation, and the feature information of the original point set is spliced with it, and the
point features of each point are obtained after MLP processing; finally, the fully connected layer is used
to process Finally, the features obtained by using the fully connected layer are processed to achieve the
predictive segmentation of each point.

Network coding Network decoding
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Figure 2: Overall network calculation flow chart
2.2 Principle of the multi-headed attention mechanism

The attention mechanism can enable deep learning networks to focus on information that is more
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critical to the current task from a large amount of input and reduce the attention to other information, or
even filter out irrelevant information, thus improving the efficiency and accuracy of task processing,
however, in the actual processing, the attention mechanism only assigns a single weight to each feature
vector, and the model cannot emphasize certain features of the points, so this paper introduces the multi-
head attention mechanism[?®],

As an upgraded version of the attention mechanism, the core computational module of the multi-
headed attention mechanism is still the attention mechanism, but the difference is that the parameters of
each attention operation of the multi-headed attention mechanism are independent of each other. Firstly,
Q, K and V are mapped into a higher dimensional space through a fully connected layer, and Q, K and V
of the same dimension are divided into groups, and each group is passed into the attention mechanism
separately for computation, and the output of multiple groups is finally stitched together as the final result
output, where the single-headed computation is shown in equation (1).

head, = Attention (QWiQ, Kwrx vw! ) (1)

Where: W,Q represents the weight matrix corresponding to the query matrix; WiX represents the
weight matrix corresponding to the key matrix; W;" represents the weight matrix corresponding to the
value matrix.

When the data is passed into the attention mechanism, the transpose of the query matrix Q and the
key matrix K are first dotted and divided by the scaling factor to obtain the attention scores of all points
after which the attention vectors are transformed into weights by a softmax operation and multiplied with
the value matrix V. as shown in equation (2); the multiple heads are finally stitched together as the final
result, as shown in equation (3).

T
Attention(Q, K, V') = softmax ?/Idi V (2)
k
MultiHead(Q, K, V) = Concat (head,,...,head, ) 3)

2.3 Building a multi-headed attention mechanism

In addition to XYZ coordinate information, the vehicle LIDAR point cloud data also contains a large
amount of feature information, such as normal vectors, colour and reflection intensity, so the initial
feature vectors of the point cloud data are expressed as shown in Equation 4:

g ={xyeziepiki = ]r;,,__,;'".’ 4)

where q; denotes a single point within the point cloud data.

After determining the query matrix Q, the key matrix K and the value matrix V, they are mapped into
the high-dimensional space through multiple fully connected layers, respectively, after which they are
passed into the attention mechanism, respectively, and the attention score of the query vector is calculated
using the scaled dot product model, as shown in Egs. 5:

T
qidj
5':‘&'4‘5',:} = K

(5)

where qi denotes the query point, g; denotes any point inside the point set, and K denotes the scaling
factor.

The attention scores of the query points for each point are obtained, the attention vectors are
transformed into weights using the softmax function, and finally the final result of q; is calculated by
using Egs. 6.

N
g: = Z Wiig gt
j=1

where wij; is used as the weight of the query point g; on the input point g;.

(6)
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In this paper, the local region feature information output from a multilayer MLP is processed by
constructing a four-headed attention mechanism with a single local region as an example and the input
matrix shown in Egs. 7:

¥ v B
Lo Yo v Ba
Fwagse=| & 71 p:_ :
Xx Iy " Pw (7)

where Eq. N is the number of point clouds and 256 is the feature dimension.

Q uses the centroid of the matrix containing the point cloud as the query vector, and K and V use the
F matrix as the key vector and value vector respectively, after which the four fully connected layers are
used to map into 512, 768, 1024 and 1280 high-dimensional spaces respectively, and the results are
obtained and passed into the attention mechanism respectively, with each set of computational equations
shown in 8.
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(®)
where N1 is the dimensional value of the matrix Q.
Once the results for each head have been calculated, they are stitched together as shown in equations

9:

Faention(H) =concat{fheadl, Rieadl, Fheads, Rread)

©)
Afterwards, the Fuuenion(H) 1s mapped using the fully connected layer as the final output, and the
complete structure flow is shown in Figure 3.

EC

f

Concat

I

Attention Attention Attention Attention
[ I ] [ | ] I I ] I [ ]
FC Ee FC EC FC FC FC FC EE EC FC FC
Q K Vv Q K IV ) K v Q K v

Figure 3: Flow chart of the structure of the four-headed attention mechanism
2.4 Network model training improvement strategies

The main reason is that the training process of the network model requires a large amount of sample
data to enable the network to learn various types of feature information within the samples, which makes
it costly to build the dataset. This paper constructs a small building facade dataset based on the research
object. By improving the original training mode of the network model and introducing unlabelled facade
data, the network automatically makes the unlabelled data into the required sample data during the
training process, thus compensating for the impact of the number of training samples on the network.

The basic idea of the improved network model training model proposed in this paper is to introduce
a feature extraction function after the original training function, which is based on the original test code
and modified so that it can directly extract the internal feature information from the introduced unlabelled
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data after the training of the network model, and the extracted results are processed twice to generate
samples that meet the requirements of the network, and are automatically added to the training data set
as the sample data for the next cycle of training. The result will be automatically added to the training
data set as the sample data for the next training cycle, thus achieving a rapid expansion of the samples,
thus solving the problem of a small number of samples in the data set, and ultimately improving the
accuracy of the network in extracting the feature information of the building facade. The specific
implementation is as follows:

(1) Firstly, the training data in the dataset constructed in this paper is passed into the deep learning
network for the training of the model. The network model learns the attributes and features of each
category within the building facade based on the label information contained in the data through
continuous iterative training, so that the network model can initially grasp the ability to distinguish
various types of feature information within the building facade.

(2) Extract the X, Y and Z coordinate values from the saved results, and use the algorithm to calculate
the normal vector information of the coordinates; for the automatic label assignment problem, it is mainly
based on the colour information contained in each point in the output results, and assign the
corresponding category label information through the colour information, and finally integrate the
coordinates, normal vector and label information as sample data to be saved into the training data set,
and regenerate the training data set into the network in json format.

(3) Repeating steps (1), (2) can quickly expand the sample data needed for training, but because the
data added to the training set in step (2) is the same region each time, it is easy to make the network
overfitting problem, in order to prevent the model from this problem, in this paper, before adding the
produced sample data to the training dataset automatically, the point cloud in the sample data is randomly
panned, rotated and In order to prevent this problem, this paper performs random translation, rotation
and scaling processes on the point clouds in the sample data before adding them to the training dataset
automatically to change their original spatial positions and finally achieve data enhancement operations.

3. Experimental analysis
3.1 Experimental environment

In this paper, a DELL G3 3590 laptop was chosen as the experimental platform, with an internal CPU
of 15-9300H, a graphics card of Nvidia Geforce GTX 1650 and 4GB of graphics memory; the
environment configuration and operation of the deep learning network was carried out under Ubantu
16.04 system, and a virtual environment was created through Anaconda, in which In the virtual
environment, the appropriate libraries necessary for the network were installed, such as Python 3.7,
Tensorflow-GPU 1.13, H5py and Opencv-Python 3.4.4.19, and CUDA 10.1 and Cudnn 7.5 were installed
to accelerate the GPU computation.

3.2 Experimental data

This experiment selects two sets of in-vehicle LIDAR point cloud data sets, data set 1 is a local area
of a foreign city point cloud data production samples, the region has a total of 28 buildings, the area is
about 0.03km?, the vegetation in the region is relatively small, the overall height of the buildings are
lower than 20 meters, the elevation point cloud data is relatively complete, in-vehicle point cloud data as
shown in Figure 4 (a); data set 2 is a residential district in Zhengzhou There are 105 buildings in the
district, with an area of about 0.32km?, obtained by the SSW vehicle-mounted LiDAR system, as shown
in Figure 4(b); all buildings in the district are below 20m, except for four buildings with floors higher
than 100m, and the tops of the buildings are mostly flat or pitched, and the elevations are flat and the
angle between adjacent elevations is right.

The original in-vehicle LIDAR point cloud data is very complicated, which contains various kinds of
feature point clouds and a large number of noisy points. In this paper, we take the building fagade as the
research object, and need to extract the building fagade object in the large scene point cloud, so we choose
the method proposed in the literature [29] to extract the building facade point cloud from the large scene
original point cloud data. After obtaining the building fagade point cloud data, the radius filtering
algorithm was used to remove the noise points on it, and the Open3D library in python was used to obtain
the normal vector information of the point cloud; then some of the fagades were selected to segment the
internal structure of the fagcade by human-computer interaction and given the corresponding label
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information, and the sample data of the building fagade was obtained after normalisation and
downsampling. The sample data were then randomly selected and grouped by python program in the
ratio of 6:2:2 to form the training set (Figure 5), validation set (Figure 6) and test set (Figure 7); finally,
the remaining unlabelled facade data were collated to generate the data set to be extracted.

LT = et ;-

i ———

(a) In-vehicle data for a foreign city (b) Vehicle-mounted data for a district in Z_heﬁgzhou

Figure 4: Vehicle LIDAR raw point cloud data

Figure 5: Training dataset display

Figure 6: Validation dataset display
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Figure 7: Test data set display

3.3 Model training

The improved PointNet++ model increases the amount of data in the training set as the number of
cycles increases during the training process. The corresponding hyperparameters in the network are set
as follows: batch_size is 6, initial decay rate is 0.7, decay rate is 200000, initial learning rate is 0.001,
optimisation method is adam, momentum is 0.9, num_point is 2048, max_epoch is 201, and the number
of model training cycles is 3. The network model in In the last training and learning process, the overall
trend of the loss value was decreasing as the number of iterations increased, and the overall loss value
was smaller than the original network training loss value compared with the original network, and the
final fluctuation was stable between 0.011-0.012, while the original network fluctuation was stable
between 0.013-0.014, as shown in Figure 8; the overall trend of the improved network in the training
Compared with the original network, most of its accuracy values were greater than the accuracy values
of the original network, and the overall fluctuation was smaller than that of the original network, thus
proving that the improved network was more stable than the original network, as shown in Figure 9.
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Figure 8: The evolution of loss values during training
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Figure 9: The evolution of accuracy during training
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3.4 Comparison and analysis of network extraction results

In order to verify the effectiveness of the method proposed in this paper, several deep learning
networks were selected to train and test the model on the building fagade dataset constructed in this paper,
and their extraction accuracy was compared with the accuracy of the results obtained by the method
proposed in this paper. The final extraction results of each network are shown in Table 1, and the
extraction results of each network for each type of building facade are shown in Table 2.

Table 1: Accuracy of extraction results across networks

Deep Learning Networks Accuracy (%) mloU (%)
PointNet 73.2 58.9
PointNet++ 87.2 73.8
Improvements 88.2 77.1

Table 2: Mis-extraction statistics by category for each network dyad

Networks Wall Windows Balcony Door
(errors/total) (errors/total) (errors/total) (errors/total)
PointNet 0/119849 37691/37691 2198/2198 4102/4102
PointNet++ 9464/119788 6048/37765 2191/2216 3345/4071
Improvements 6922/119915 8141/37705 1549/2213 2755/4007

In Table 1, we can see that the extraction accuracy of the proposed method is 88.2% and the average
cross-merge ratio is 77.1%, which is 15% and 18.2% higher than the PointNet network, and 1% and 3.3%
higher than the original PointNet++ network, and the overall accuracy of the improved network is
improved compared with the original network; In Table 2, it is found that the PointNet network classifies
each category of feature information as wall, and its misclassification rate is 0, 1, 1 and 1 for wall, window,
balcony and door respectively, and the misclassification rate of PointNet network is 7.9%, 16%, 98.9%
and 82.2% for each category of feature information respectively, and the misclassification rate of the
improved network is 5.8%, 21.6%, 70% and 68.8% respectively, 21.6%, 70% and 68.8% respectively.
By comparing the error rate of the original network with the improved network, the error rate of the
improved network was reduced by 2.1% compared to the pre-improved network in terms of walls,
increased by 5.6% in terms of windows, reduced by 28.9% in terms of balconies and reduced by 13.4 in
terms of doors, the accuracy of the improved network in extracting balconies and doors was The accuracy
of the improved nets in extracting balconies and doors has been greatly improved, but the accuracy in
window extraction has been reduced , as shown in Figure 10, Figurell and Figure 12.

Figure 10: Partial display of PointNet network extraction results
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Figure 11: Partial display of PointNet++ network extraction results
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Figure 12: A partial demonstration of the extraction results of the method in this paper
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3.5 Analysis of the number of cycles

In this paper, based on model improvement, we propose an enhanced operation of training data based
on unlabeled data. The method uses a small amount of building fagade data containing label information
to train the network model, so that the network can learn the feature information of each category in the
facade, and then introduces the unlabeled fagade data set, and uses the model obtained after training to
extract feature information from the unlabeled data set. This method allows the unlabelled data to be
roughly labelled and the errors to be ignored, and the labelled data to be automatically added to the
training data set to increase the amount of training data for subsequent networks, thus achieving data
enhancement. In this section, the number of training cycles is specified as 1, 2, 3, 4 and 5, and the final
accuracy of the results is compared to determine the optimal number of cycles.

—=— mlol|
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Figure 13: Results statistics for different cycle times

The results were obtained after several trials, as shown in Figure 13, when the number of training
cycles in the network was 1, the network training process was not enhanced, and the network for building
facade feature information extraction mloU was 75.3%; when the number of cycles was 2, the training
data was enhanced, and the mloU result was 75.7, compared with the first cycle mloU increased by 0.4%;
when the cycle 3 times, the mloU result was 77.1%, an increase of 1.8% and 1.4% compared to the first
and second cycle results, respectively; when cycled 4 times, the mloU result was 76.4%, an increase of
1.1% and 0.7% compared to the first two cycles, respectively, and 0.7% lower than the third cycle; when
cycled 5 times, the mloU result was 76.6%, higher than the first 1.3%, 0.9% and 0.2% higher than the
Ist, 2nd and 4th cycles respectively, and 0.5% lower than the 3rd cycle; after comparing and analysing
the multiple extraction results, it is thus concluded that when the number of cycles is set to 3, its boost to
the network is relatively the highest.

3.6 Ablation experiments

This paper improves on the original PointNet++ network by introducing a multi-headed attention
mechanism and changing the model training mode. The final extraction results are obtained after
experimental analysis, and the extraction accuracy of the improved network is improved compared to the
original network, while ensuring that the basic parameters are set consistently within the network. In this
subsection, in order to investigate the influence of each module in the network on the extraction results,
it is proposed to test the degree of influence of different combinations of each module of the network on
the final extraction accuracy by reducing the number of modules.

Table 3: Ablation experiments

Training mode Multi-headed attention Accuracy (%) mloU (%)
88.2 77.1
x v 88.5 75.3
v x 87.9 74.2
X X 87.2 73.8

From Table 3, it can be found that when the multi-headed attention mechanism is added to the original
PointNet++ network model and the model training mode is changed, the final extraction accuracy of the
network is 88.2% and the final result of mloU calculation is 77.1%; when the model training mode is not
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changed in the network, i.e. the multi-headed attention mechanism is added to the network alone, the
final extraction accuracy of the network is 88.5% and the mloU result is 75.3, which is a 0.3% increase
in accuracy and a 1.8% decrease in mloU compared to the overall network with the addition of the multi-
headed attention mechanism and the change in training mode; when the multi-headed attention
mechanism module is removed, i.e. when only the model training mode is changed in the network, the
final extraction accuracy of the network is 87.9% and the mloU result is 74.2%, compared to the overall
network with the addition of the multi-headed attention mechanism and the change in training mode.
Compared to the overall added network, the accuracy decreased by 0.3% and the mIoU result decreased
by 2.9%; in the case where neither was referenced, i.e. the final extraction accuracy of the original
network was 87.2% and the mloU result was 73.9, compared to the overall added network, the network
accuracy decreased by 1.0% and the mIoU result decreased by 3.3%; the ablation experiments were used
to The obtained results were compared and analysed by ablation experiments, and it was found that with
the successive introduction of the training mode and the multi-headed attention mechanism, the final
mloU results of the network would be improved by different magnitudes, and the improvement to the
network was the greatest when the training mode and the multi-headed attention mechanism modules
were added at the same time.

4. Conclusion

Based on the original PointNet++ network model, this paper proposes to add the multi-headed
attention mechanism to the feature extraction module to improve the network's ability to extract feature
information, and to improve the final extraction accuracy of the network by improving the original
training method of the model and adding the unlabelled elevation point cloud data to the model
segmentation process through continuous iterative cycles. The experimental results show that the final
average extraction accuracy of the proposed method is 77.1%, which is a certain improvement compared
with the original network, but there is still room for improvement in the final extraction accuracy of the
improved network model. Therefore, further research and optimisation of the network model is needed.
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