A Face Recognition Method Using ResNet34 and RetinaFace
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Abstract: A new face recognition method is proposed by utilizing ResNet34 and RetinaFace, which is based on a lightweight framework for Python named Deepface. The new method is used to improve two shortcomings in the related literature: (1) the susceptibility of face recognition to interference, and (2) the quite limited number of faces detected in an image. First, the RetinaFace detector is used to replace the common detector to get more facial feature points and expand the area for detecting faces. Thus, the number of faces detected in the same image is increased. Then, ResNet34 model is applied to replace the default model in Deepface to improve the anti-interference in face recognition. Finally, experiments demonstrate that the new method is superior to the default one.
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1. Introduction

In recent years, face recognition has made great advances by using deep convolutional neural networks (DCNNs). As a research hotspot, DCNNs have received increasing attention in the field of face recognition[1]. A gradient-enhanced softmax supervisor is introduced to recognize faces based on a DCNN[2]. This supervisor mitigates the vanishing gradient problem in the common softmax classifier. A deep softmax collaborative representation-based network is applied to solve multiple problems of face classification[3]. This network boosts the recognition performance of state-of-the-art deep learning networks. A novel double additive margin softmax loss function (DAM-Softmax) is adopted to recognize faces[4]. This function has clearer geometrical explanations and can obtain highly discriminative features for face recognition. However, if the output data to be processed reach a high order of magnitude, the above neural networks will generate the vanishing gradient problem. Meanwhile, as a face detector, the Haar cascade classifier of Opencv may result in a high-frequency false detection[5]. To solve the above problems in the default scheme, a new method of face recognition is proposed by means of Deepface. In the present study, ArcFace loss can process huge amounts of data without the vanishing gradient problem by building the ResNet34 model. This is an approach to detect more faces with a low-frequency false detection in the same image by utilizing RetinaFace.

2. Related work

Face recognition is divided into four steps: (1) face image acquisition, (2) image preprocessing, (3) image feature extraction, and (4) image feature classification in sequence. In this study, face images are acquired by IVCam software, which can provide high-quality real-time video by using a USB cable to connect a mobile phone to a computer. IVCam has the advantages of high definition, low latency, and self-defined resolution. Compared with the default computer camera, the high-definition camera of a mobile phone can get clearer face images by means of this software. The face detector is responsible for carrying out the process of image preprocessing, while the face recognition model deals with image feature extraction and image feature classification. The default scheme of Deepface and the new method in this study are shown in Table 1.
Table 1: Methods of face recognition.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Default Scheme</td>
</tr>
<tr>
<td>Face Detector</td>
<td>OpenCV(Haar)</td>
</tr>
<tr>
<td>Face Recognition Model</td>
<td>VGGFace</td>
</tr>
<tr>
<td>Loss Function</td>
<td>softmax</td>
</tr>
</tbody>
</table>

2.1. Image preprocessing

Image preprocessing is divided into three steps: (1) face detection, (2) face alignment, and (3) face normalization. Face detection is applied to extract the area of the face and remove the rest in the image. Face alignment is an important step to further improve the accuracy of face recognition after face detection. The mainstream method of face alignment is taking human eyes as monitoring points. When two eyes in the face image are detected from a non-horizontal state to the opposite, the alignment can be considered as successful. The process of image preprocessing is shown in Figure 1.

Figure 1: Process of image processing.

Face normalization is applied to solve the problem of illumination conditions affecting the accuracy of face recognition. The common method of face normalization is adaptive lighting system. A new method is presented by means of adaptive illumination normalization for face recognition [6]. What sets RetinaFace apart is that it has own image preprocessing method that integrates face detection, face alignment and face normalization.

2.2. Image feature processing

Image feature extraction is introduced to reduce the dimensionality of a massive image. It can reduce the difficulty of processing image data information. The mainstream method to carry out image feature classification is using a convolutional neural network. In the convolutional neural network, the input layer is responsible for receiving image data. The convolutional layer is in charge of the preliminary extraction of image features, the pooling layer carries out main extraction and the fully connected layer summarizes the extracted features for feature classification.

3. Plans of improvement

In the default scheme, the VGGFace model constructed by softmax loss may generate the gradient vanishing problem in a large-scale test. The problem has been researched by many scholars. An effective way is introduced in [7], and further studies can be found in [8-9]. To some extent, these ways can mitigate the gradient vanishing problem. However, the above methods are still not suitable for a large-scale face recognition test.

Haar is the common cascade for face detection. It may result in high-frequency false detection and low resistance to various interference factors. In the last few years, some scholars have researched this problem. A detection architecture and a non-human exclusion algorithm based on this cascade were proposed in [10] and [11], respectively. Although the performance of this cascade can be improved by many methods, its detection results are still not ideal in a large-scale test.
4. Problems in the default scheme

4.1. Default scheme

As shown in Table 1, Opencv is an open-source library about computer vision in the default scheme. This library provides many functions that can be invoked quickly. Scholars can easily realize computer vision by using these functions. The Haar algorithm is a common face detection algorithm that is divided into four parts: (1) Haar-like feature, (2) integral graph method, (3) AdaBoost algorithm, and (4) cascade.

VGGFace model is a DCNN model invented by the Facebook team for face recognition research. This model has a structure with 22 layers and 37 depth units [12]. The structure of the model is shown in Figure 2.

![Figure 2: Structure of the VGGFace model.](image)

In the figure, image is the image data of the input layer, conv is the convolutional layer, maxpool is the pooling layer, and fc is the fully connected layer. The face similarity is measured by the method of cosine in the default scheme. The results of face recognition are shown in Figure 3.

![Figure 3: Results of face recognition.](image)

In the above figure, True represents that the two faces are from the same person after recognition, and False means the opposite result. Distance is the diversity factor between two faces. If distance is less than 0.4, then the result of face recognition will be displayed as True. If it is not, it will be displayed as False.

4.2. Default scheme

4.2.1. Detector improvement

RetinaFace detector is adopted to solve the problem of the default one being easy to mislead when detecting faces. RetinaFace is based on the field face localization study, which is introduced in [13]. It can achieve pixel-level location of faces in various scenarios through combined external supervision and self-supervised multi-task learning. Compared with the default detector, the new one adds facial feature point location and adopts multi-task learning. Even in the case of many faces among one image, the new detector is still able to locate each face accurately.

4.2.2. Loss function improvement

ArcFace loss is proposed to handle the gradient vanishing problem. This function is based on softmax loss. The widely used formula of softmax loss is as follows:

\[
L = \frac{1}{N} \sum_{i=1}^{N} \log \sum_{j=1}^{C} e^{w_i^T a_j + b_i}
\]  

(1)
Where, \( N \) is the number of samples, \( n \) is the number of categories, \( x_i \) is the depth feature of the \( i \)th sample, and \( y_i \) is the \( i \)th in the category. By convention, the embedded feature is set to \( d = 512 \), \( x_i \) belongs to \( \mathbb{R}^d \), and \( x_i \) is in class \( y_i \). \( w_j \) represents column \( j \) of the weight of the fully connected layer of the neural network and \( b_j \) is the bias term. For ease of representation, \( b_j \) is set to 0 and the angle between \( x_i \) and \( w_j \) is set to \( \theta_j \). The value of \( \cos \theta_j \) is named as Logit, which can be converted to

\[
\cos \theta_j = \arccos \left( \frac{W_j^T x_i}{\|W_j\| \|x_i\|} \right) \tag{2}
\]

Then, assume the \( L_2 \) norm is used to fix feature \( |x_i| \) and weight \( \|W_j\| = 1 \). The Logit is re-scaled onto the \( s \) hypersphere so that the feature normalization and weight normalization are only related to \( \theta_j \). By setting \( b_j = 0 \) and Formula (2) into Formula (1), and scaling on the \( s \) hypersphere, the loss function can then be rewritten as Formula (3):

\[
L_2 = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s \cos \theta_{y_i}}}{\sum_{j \neq y_i}^n e^{s \cos \theta_j}} \tag{3}
\]

The embedded features are distributed around the center of gravity of each feature on the \( s \) hypersphere. ArcFace adds an additive angular margin \( m \) between \( x_i \) and \( w_j \) to obtain \( \theta_{y_i} + m \), which can obtain both intra-class compactness and inter-class diversity[14]. Putting \( \theta_{y_i} + m \) in Formula (3) instead of \( \theta_{y_i} \), the loss function obtained from above steps is ArcFace loss. This function can be expressed as

\[
L_3 = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{s \cos(\theta_{y_i} + m)}}{\sum_{j \neq y_i}^n e^{s \cos \theta_j}} \tag{4}
\]

To test the effects of the default loss function and the new one, six people with different faces are selected to extract the data of face. These people are divided into six categories and each category includes 1200 samples. Two-dimensional features of the default loss function and the new one are respectively trained to the embedded network. The results of training are shown in Figure 4.

As shown in Figure 4, softmax loss can classify different faces to some extent. However, there are obvious overlaps at the boundaries of different categories and the distance between different classes is too short. The faces cannot be accurately separated into six categories. On the contrary, ArcFace loss can accurately distinguish six categories of different faces. The distance between different categories increases significantly and there is no overlap between the boundaries of classes.

5. Results and analysis

The testing platform is Jupyter Notebook, which is a Python interpreter that is widely used in deep learning. This interpreter runs directly on the web side and can run python programs step by step. The face image database named LFW is used to test two different schemes. The new scheme is reproduced in a third-party library of Python named keras for convenience. Figure 5 shows the results of recognition
accuracies after testing by means of the two schemes. The results of large-scale face detection are shown in Figure 6 and 7.

![Recognition model](image)

**Figure 5: Results of recognition accuracies.**

As shown in Figure 5, the recognition accuracy of the default scheme is 98.78% in LFW and the new one reproduced in keras is 99.41%. The face recognition accuracy of the new scheme is 0.63% higher than the default one. The performance of the ResNet34 model is better than the VGGFace model for face recognition by using ArcFace loss.

![Detection](image)

**Figure 6: Results of large-scale face detection with Opencv.**

**Figure 7: Results of large-scale face detection with RetinaFace.**

As shown in Figure 6 and 7, the detection number of faces in the image by the default scheme is no
more than 20. On the other side, 50 faces can be detected simultaneously in the same image by using RetinaFace. In conclusion, the new scheme not only improves the accuracy of face recognition but also greatly increases the number of faces detected in the same image. The new scheme is more suitable for the complex face detection environment in reality and provides more effective information for human computer interaction. The experiments show that the new scheme performs better than the default one.

6. Conclusions

Opencv has various advantages for face detection in common environments. However, it may generate high-frequency false detection or low detection accuracy in multi-person environments. Meanwhile, the VGGFace model built by softmax loss may result in the vanishing gradient problem when processing massive data. To solve the above problems, RetinaFace detector has been introduced to replace Opencv, and ArcFace is utilized to replace softmax as the loss function. RetinaFace detector can detect more faces in the same image. ArcFace loss can reduce the frequency of false detection and improve the accuracy of face detection. The experimental data shows that the number of faces detected in the same image are improved from 20 to 50 by means of the new method. The accuracy of face recognition is improved from 98.78% to 99.41%.
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